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## Abstract

This thesis is about a systematic approach to stochastic models in population genetics. We considered Markov chain models called the Wright-Fisher models, and their continuous versions, diffusion models for the evolution of finite monoecious diploid populations of nonoverlapping random mating.

An important question in population genetics is that how do genetic change factors (random genetic drift, selection, mutation, migration, random environment, etc.) affect the behavior of gene frequencies or genotype frequencies in generations?

As we know, in a Hardy-Weinberg model, the Mendelian population model of a very large number of individuals without genetic change factors, gene frequencies remain unchanged from generation to generation, and genotype frequencies from the second generation onward remain also unchanged (see for example [33, 20]). With directional genetic change factors (selection, mutation, migration), we will have a deterministic dynamics of gene frequencies, which has been studied in detail in [33, 20]. With non-directional genetic change factors (random genetic drift, random environment), we will have a stochastic dynamics of gene frequencies, which has been studied with much more interests ([21, 24]). A combination of these factors has also been considered there.

In this thesis, I will only focus on affects of random genetic drift to the WF-models and the corresponding diffusion models without other factors (such as selection, mutation, migration, or random environment, etc.). This thesis is organized as follows.

Chapter 1 is an introduction to Wright-Fisher models and problems of interest.
Chapter 2 briefly discusses probabilistic aspects of the Wright-Fisher models. Results given here will be compared with results in Chapters 4,5 .

Chapter 3 focuses on the rigorous approach to the convergence of the Wright-Fisher models to diffusion models. We will see that diffusion model is a good approximation of the corresponding WF model. We also recall the method of Kolmogorov equations to diffusion models. The classification of boundaries has been considered.

In Chapter 4, we will systematically consider the diffusion model in one dimension. We recall results obtained by Kimura and others concerning local solutions, then we define a new solution (global solution) as a probability density function of diffusion model on the whole state space (Problem 4.3.54.3.7). We will prove the existence and uniqueness of this
global solution (Theorem 4.9). Then we apply this global solution to calculate some genetic quantities such as probabilities of fixation, coexistence, heterogeneity, $k^{t h}$-moments, and the absorption time as well as distribution at the absorption time. Results have been checked with results known.

In Chapter 5, we will systematically consider the diffusion model in higher dimension. We recall local results due to different methods by Kimura, Littler and Fackerell, Baxter, Blythe, McKane. We also define a global solution for this general diffusion model (65]). With this new definition, we can prove that there is such a unique solution (Theorem 5.19). J. Hofrichter's hierarchichal product and boundary then allow the more precise definition of the global solution and yield a more transparent proof (Definition 5.7 and Section 5.3.5.). We then apply this global solution to calculate some genetic quantities (Section 5.4.).

Some genetic quantities have been known to satisfy singular elliptic linear second order equations with given boundary values. A lot of papers, textbooks have used this property to find those quantities ([16, 24]). However, the uniqueness of these problems have not been proved. Littler, in his PhD thesis in 1975 (52]), took up the uniqueness problem but his proof, in my view, is not rigorous. In joint work with J. Hofrichter, we showed two different ways to prove the uniqueness rigorously. The first way is the approximation method (Lemma 5.25). The second way is the blow-up method which is conducted by J. Hofrichter (34).

In Chapter 6, we will consider geometric structures lying in the existing biological phenomena to get a deeper understanding of them. Firstly, we note that the state space is an $n$-dimensional smooth statistical manifold, an Einstein space, and also a dually flat manifold with the Fisher metric. We then will see that the Fisher metric is nothing but a the standard metric on the positive part of sphere of radius two. Next, we consider the affine Laplacian as well as its behavior in various coordinates and on various spaces. Finally, we deal with dynamics on the whole state space.

Appendix 1 is a brief introduction to hypergeometric functions used in Chapter 4. These functions are very useful tools for solving singular linear second order ODEs.

Appendix 2 is an overview of generalized hypergeometric functions used in Chapter 5. These functions are very useful tools for solving singular linear second order PDEs.

Information geometry is a bridge connecting non-Euclidean geometry and probability theory which reached maturity through the work of Amari in 1980 ([2]). The main idea is to find out the correspondence between structure of the families of distributions and that of manifolds. Formally, we can consider a distribution as a point, the score as a tangent vector, a family of distributions as a Riemannian manifold with the Riemannian metric as the Fisher information metric, etc. Then geometrical and probability theoretical results are interchangeable. Appendix 3 summaries the basis of Information Geometry used in Chapter 6.
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## Chapter 1

## Wright-Fisher models

1.1. Introduction ..... 5
1.2. The simplest WF model ..... 6
1.3. The general WF models ..... 7

In this chapter, we shall introduce one of the most popular stochastic models in population genetics, the Wright-Fisher models. We shall then give brief overview of their generalized versions. We also discuss some interesting questions about population genetics.

### 1.1. Introduction



Figure 1.1 Fisher, Wright and Kimura

In a population of finite size, changes in gene frequencies must be viewed as part of a stochastic (rather than a deterministic) process. So, it is necessary to set up a stochastic model which reasonably describes the behavior of a population in the stochastic case and arrive at theoretical estimates keeping track of the stochastic factor.

One of the stochastic models, caused by random genetic drift, was first introduced
implicitly by Fisher ${ }^{1}$ and explicitly by Wright $\square^{2}$ in 1920s, 1930s and was called the WrightFisher model (the WF model for short).

The effect of genetic drift is larger in small populations, and smaller in large populations. Many debates occurred over the relative importance of natural selection versus neutral processes, including genetic drift. In 1968, Kimurd ${ }^{3}$ rekindled the debate with his neutral theory of molecular evolution which claims that most of the changes in the genetic material (although not necessarily changes in phenotypes) are caused by random genetic drift.

For convenience, we describe some terminologies we have used in this thesis, for detail, we refer the readers to [20, 32, 33]:

- Diploid population means that we consider the somatic cells whose chromosome occur in pairs;
- Haploid population means that we consider the germ cells having only half the number of chromosome, one from each pair;
- Phenotype is the set of manifested attributes of an organism, for instance eye color or blood group;
- Locus (in a diploid population) is the specific location of a pair of genes on a chromosome $(A, B, \ldots)$;
- Alleles are different types of genes which may occupy a locus $\left(A_{1}, \ldots, A_{n}\right)$;
- Genotype is determined by a pair of alleles which actually occurs;
- The genotype is homozygous if the same allele appears twice $\left(A_{i} A_{i}\right)$;
- The genotype is heterozygous if the different alleles appear $\left(A_{i} A_{j}\right)$;
- An individual is monoecious if it has both male and female reproductive units;
- If $A_{i} A_{j}$ manifests itself as $A_{i} A_{i}$ then $A_{i}$ is dominant and $A_{j}$ is recessive.


### 1.2. The simplest WF model

We consider here a diploid population of fixed size $N$. Suppose that the individuals in this population are monoecious, that no selective difference between two possible alleles $A_{1}, A_{2}$ at a given locus $A$, and that there is no mutation. There are $2 N$ alleles in the population in any generation, and it is sufficient to center our attention on the number

[^0]$X$ of $A_{1}$ alleles. Clearly in any generation $X$ takes one of the values $\{0,1, \ldots, 2 N\}$, and we denote the value $X$ in generation $t$ by $X_{t}$. The model which we consider assumes that the alleles in generation $t+1$ are derived by sampling with replacement from the alleles in generation $t$ (multinomial sampling). This means that the number $X_{t+1}$ is a binomial random variable with index $2 N$ and parameter $\frac{X_{t}}{2 N}$. In another word, the transition probability function is
\[

$$
\begin{align*}
p_{i, j} & =\mathbb{P}\left(X_{t+1}=j \mid X_{t}=i\right) \\
& =\binom{2 N}{j}\left(\frac{i}{2 N}\right)^{j}\left(1-\frac{i}{2 N}\right)^{2 N-j} \text { for } i, j=0, \ldots, 2 N . \tag{1.2.1}
\end{align*}
$$
\]

### 1.3. The general WF models

By dropping out some assumptions of the simplest WF model, we will have more general WF models with more interesting problems. Below are brief introductions about some general WF models.

- The WF models of multi-alleles: Which will be considered in detail in this thesis;
- The WF models of the finite size - The effective population size: When the population size is finite, it is considered as a special constant, called the effective population size (usually smaller than the absolute population size). The concept of effective population size $N_{e}$ was first introduced by Wright in two landmark papers [69, 70]. Effective population size may be defined by $\frac{1}{N_{e}}=\frac{1}{t} \sum_{i=1}^{t} \frac{1}{N_{i}}$.
- The WF models of multilocus: When population has more than one locus, perhaps there are genetic linkages between loci, i.e. there the cross combine of alleles on other loci. To consider this problem, the recombination frequency has been introduced. See, for example, [20, 31, 32, 52 .
- The WF models with Selection: When the affect of selection is considerable, the fitness function should be introduced. We can see that the affect of selection is as a directional force. See, for example, [20, 21, 31, 32].
- The WF models with Mutations: When the affect of mutation is considerable, the mutation rate should be introduced. We can see that the affect of mutation is as a directional force. See, for example, [20, 21, 31, 32].

In this thesis, to emphasize the mathematical methods, we will focus on only the WF model with multi-alleles, one locus, no selection, no mutation, and call it the general WF model.

## Chapter 2

## Probability aspects

2.1. Motivation ..... 9
2.2. The simplest WF model ..... 9
2.2.1. The probability mass function ..... 10
2.2.2. Moments ..... 11
2.2.3. Eigenvalues of $\mathbf{M}$ ..... 14
2.2.4. Probability of fixation ..... 16
2.2.5. Absorption times and distribution at absorption time ..... 17
2.3. The general WF model ..... 17
2.3.1. Moments ..... 18
2.3.2. Eigenvalues of $M$. ..... 20

In this chapter we will discuss some properties of WF-models. The moment results will be applied in Chapter 3 as the conditions to approximate the diffusion models. Moreover, we demonstrate the behavior of gene frequencies in these WF-models which will be compared with the corresponding ones in diffusion models in Chapter 4 and Chapter 5.

### 2.1. Motivation

The problem of WF models as a problem in finite Markov chains was first considered by Malécot [56]. Based on the largest non-unit eigenvalue of the transition probability matrix M, Malécot obtained the asymptotic rate of decrease of heterozygosity. Feller in 1951 [27] succeeded in finding a general expression for all eigenvalues of $\mathbf{M}$.

### 2.2. The simplest WF model

Let $X_{\tau}$ be the relative frequency of alleles $A_{1}$ in population at generation $\tau$. By rescaling time axis $t=\frac{\tau}{2 N}$, we consider Markov chain $\left\{X_{t}\right\}_{t \in \frac{1}{2 N} \mathbb{N}_{0}}$ taking values in $\left\{0, \frac{1}{2 N} \ldots, 1\right\}$,
with the transition probability matrix

$$
\mathbf{M}=\left(p_{i j}\right)_{i, j}, \quad \text { for } i, j=0, \ldots, 2 N
$$

where

$$
\begin{align*}
p_{i, j} & =\mathbb{P}\left(\left.X_{t+\delta t}=\frac{j}{2 N} \right\rvert\, X_{t}=\frac{i}{2 N}\right) \\
& =\binom{2 N}{j}\left(\frac{i}{2 N}\right)^{j}\left(1-\frac{i}{2 N}\right)^{2 N-j} . \tag{2.2.1}
\end{align*}
$$

### 2.2.1. The probability mass function

Denote by $\mathbf{p}_{t}$ the probability mass function in population at time $t$ of the simplest WF model. Then we have the following result:

Theorem 2.1. If $\mathbf{p}_{0}$ is the initial probability mass function in population, then the probability mass function at time $t$ is

$$
\mathbf{p}_{t}=\mathbf{M}^{t} \mathbf{p}_{0}
$$

where

$$
\begin{equation*}
M_{i j}=p_{i, j}=\binom{2 N}{j}\left(\frac{i}{2 N}\right)^{j}\left(1-\frac{i}{2 N}\right)^{2 N-j} \text { for } i, j=0, \ldots, 2 N \tag{2.2.2}
\end{equation*}
$$

By direct calculation, we see that the genetic frequency could be accumulated at boundary and after a large number of generations, the genetic frequency concentrate on the boundary. It means that the population eventually becomes homozygous (one allele is extinct).

Below is the Mathematica code to plot the behavior of the population in discrete case.

```
a[n_, i_, j_] :=
    If[(i <= 0 && j <= 0) || (i >= n && j >= n), 1,
    Binomial[n, j] (i/n)^j (1 - i/n)^(n - j)]
Matran[n_] := Table[a[n - 1, j - 1, i - 1], {i, n}, {j, n}]
MP[n_, k_] := MatrixPower[Matran[n], k]
XO[n_, p_] := Table[If[i < p || i > p, 0, 1], {i, n}, {j, 1}]
X[n_, k_, p_] := MP[n, k].XO[n, p]
G[n_, k_, p_] := BarChart[Table[X[n, k, p][[i]], {i, 1, n}]]
Table[G[9, k, 5], {k, 0, 10}]
Table[G[20, k, 5], {k, 0, 50}]
```



Figure 2.1 Behavior of the probability mass function of $2 N=9, p=0.5$ at times $t=$ $\{0,1, \cdots 18\}$ and $t=32$


Figure 2.2 Behavior of the probability mass function of $2 N=20, p=0.25$ at times $t=\{0,1, \cdots 18\}$ and $t=30$

### 2.2.2. Moments

By direct calculation, we immediately have (where $\delta t=\frac{1}{2 N}$ ) the following proposition:

Proposition 2.2. We consider a Markov chain $X_{t}$ as above. Assume that $x$ is the initial state, then we obtain

$$
\begin{align*}
\mathbb{E}(\delta x \mid x) & =0  \tag{2.2.3}\\
\mathbb{E}\left((\delta x)^{2} \mid x\right) & =x(1-x) \delta t  \tag{2.2.4}\\
\mathbb{E}\left((\delta x)^{k} \mid x\right) & =o(\delta t) \text { with } k \geq 3 . \tag{2.2.5}
\end{align*}
$$

Proof. In fact,

- $\sum_{j=0}^{2 N} p_{i, j}=\left(\frac{i}{2 N}+\left(1-\frac{i}{2 N}\right)\right)^{2 N}=1 ;$

$$
\begin{aligned}
\sum_{j=0}^{2 N} j p_{i, j} & =2 N \sum_{j=0}^{2 N}\binom{2 N-1}{j-1}\left(\frac{i}{2 N}\right)^{j}\left(1-\frac{i}{2 N}\right)^{2 N-j} \\
& =i \sum_{j=1}^{2 N}\binom{2 N-1}{j-1}\left(\frac{i}{2 N}\right)^{j-1}\left(1-\frac{i}{2 N}\right)^{2 N-j} \\
& =i\left(\frac{i}{2 N}+\left(1-\frac{i}{2 N}\right)\right)^{2 N-1} \\
& =i
\end{aligned}
$$

$$
\begin{aligned}
\sum_{j=0}^{2 N} j(j-1) p_{i, j} & =2 N(2 N-1) \sum_{j=2}^{2 N}\binom{2 N-2}{j-2}\left(\frac{i}{2 N}\right)^{j}\left(1-\frac{i}{2 N}\right)^{2 N-j} \\
& =\frac{2 N-1}{2 N} i^{2} \sum_{j=2}^{2 N}\binom{2 N-2}{j-2}\left(\frac{i}{2 N}\right)^{j-2}\left(1-\frac{i}{2 N}\right)^{2 N-j} \\
& =\frac{2 N-1}{2 N} i^{2}\left(\frac{i}{2 N}+\left(1-\frac{i}{2 N}\right)\right)^{2 N-2} \\
& =\frac{2 N-1}{2 N} i^{2}
\end{aligned}
$$

$$
\begin{aligned}
\sum_{j=0}^{2 N} j(j-1)(j-2) p_{i, j} & =2 N(2 N-1)(2 N-2) \sum_{j=3}^{2 N}\binom{2 N-3}{j-3}\left(\frac{i}{2 N}\right)^{j}\left(1-\frac{i}{2 N}\right)^{2 N-j} \\
& =\frac{(2 N-1)(2 N-2)}{(2 N)^{2}} i^{3} \sum_{j=3}^{2 N}\binom{2 N-3}{j-3}\left(\frac{i}{2 N}\right)^{j-3}\left(1-\frac{i}{2 N}\right)^{2 N-j} \\
& =\frac{(2 N-1)(2 N-2)}{(2 N)^{2}} i^{3}\left(\frac{i}{2 N}+\left(1-\frac{i}{2 N}\right)\right)^{2 N-3} \\
& =\frac{(2 N-1)(2 N-2)}{(2 N)^{2}} i^{3} .
\end{aligned}
$$

- By induction, we have

$$
\sum_{j=0}^{2 N} j(j-1) \cdots(j-k) p_{i j}=\frac{(2 N-1) \cdots(2 N-k)}{(2 N)^{k}} i^{k+1} .
$$

Thus, by setting

$$
x=\frac{i}{2 N}, \delta x=\frac{j-i}{2 N}, \delta t=\frac{1}{2 N}
$$

we conclude that the conditional expectation of the change is

$$
\mathbb{E}(\delta x \mid x)=\sum_{j=0}^{2 N}\left(\frac{j-i}{2 N}\right) p_{i, j}=\frac{1}{2 N}\left(\sum_{j=0}^{2 N} j p_{i, j}-i \sum_{j=0}^{2 N} p_{i, j}\right)=\frac{1}{2 N}(i-i)=0 ;
$$

the conditional variance of the change is

$$
\begin{aligned}
\mathbb{E}\left((\delta x)^{2} \mid x\right) & =\sum_{j=0}^{2 N}\left(\frac{j-i}{2 N}\right)^{2} p_{i, j} \\
& =\frac{1}{4 N^{2}}\left(\sum_{j=0}^{2 N} j^{2} p_{i, j}-2 i \sum_{j=0}^{2 N} j p_{i, j}+i^{2} \sum_{j=0}^{2 N} p_{i, j}\right) \\
& =\frac{1}{4 N^{2}}\left(\sum_{j=0}^{2 N} j(j-1) p_{i, j}+\sum_{j=0}^{2 N} j p_{i, j}-2 i^{2}+i^{2}\right) \\
& =\frac{1}{4 N^{2}}\left(\frac{2 N-1}{2 N} i^{2}+i-i^{2}\right) \\
& =\frac{1}{4 N^{2}}\left(i-\frac{1}{2 N} i^{2}\right) \\
& =\left(\frac{i}{2 N}-\left(\frac{i}{2 N}\right)^{2}\right) \frac{1}{2 N} \\
& =x(1-x)(\delta t) ;
\end{aligned}
$$

and the conditional higher moments of the change are

$$
\begin{aligned}
\mathbb{E}\left((\delta x)^{3} \mid x\right)= & \frac{1}{8 N^{3}}\left(\sum_{j=0}^{2 N} j^{3} p_{i, j}-3 i \sum_{j=0}^{2 N} j^{2} p_{i, j}+3 i^{2} \sum_{j=0}^{2 N} j p_{i, j}-i^{3} \sum_{j=0}^{2 N} p_{i, j}\right) \\
= & \frac{1}{8 N^{3}}\left(\sum_{j=0}^{2 N} j(j-1)(j-2) p_{i, j}+3 \sum_{j=0}^{2 N} j(j-1) p_{i, j}+\sum_{j=0}^{2 N} j p_{i, j}\right. \\
& \left.-3 i\left(\frac{2 N-1}{2 N} i^{2}+i\right)+3 i^{3}-i^{3}\right) \\
= & \frac{1}{8 N^{3}}\left(\frac{(2 N-1)(2 N-2)}{4 N^{2}} i^{3}+3 \frac{2 N-1}{2 N} i^{2}+i\right. \\
& \left.-3 i\left(\frac{2 N-1}{2 N} i^{2}+i\right)+3 i^{3}-i^{3}\right) \\
= & \frac{1}{8 N^{3}}\left(\frac{2}{4 N^{2}} i^{3}-\frac{3}{2 N} i^{2}+i\right) \\
= & \left(2\left(\frac{i}{2 N}\right)^{3}-3\left(\frac{i}{2 N}\right)^{2}+\frac{i}{2 N}\right)\left(\frac{1}{2 N}\right)^{2} \\
= & \left(2 x^{3}-3 x^{2}+x\right)(\delta t)^{2} \\
= & o(\delta t),
\end{aligned}
$$

and similarly, we have

$$
\mathbb{E}\left((\delta x)^{4} \mid x\right)=o(\delta t)
$$

as well as for $k>4$

$$
\begin{aligned}
\mathbb{E}\left((\delta x)^{k} \mid x\right) & =\sum_{j=0}^{2 N}\left(\frac{j-i}{2 N}\right)^{k} p_{i, j} \quad \text { for } \quad k>4 \\
& \leq \sum_{j=0}^{2 N}\left(\frac{j-i}{2 N}\right)^{4} p_{i, j} \quad \text { because of } \quad\left|\frac{j-i}{2 N}\right| \leq 1 \\
& =o(\delta t)
\end{aligned}
$$

This completes the proof.

From 2.2 .3 it follows the expected number of alleles is constant in time.

### 2.2.3. Eigenvalues of $M$

We present here all eigenvalues of $\mathbf{M}$ proved first by Feller in 1951
Lemma 2.3. The transition probability matrix $\mathbf{M}$ has $2 N+1$ eigenvalues as

$$
\lambda_{0}=1, \quad \lambda_{j}=\binom{2 N}{j} \frac{j!}{(2 N)^{j}} \quad \text { for } j=1, \cdots, 2 N
$$

Proof. It is easy to see that $\lambda_{0}=\lambda_{1}=1$ is the eigenvalue with the corresponding eigenvectors $\mathbf{u}_{0}=(1,1, \cdots, 1)$ and $\mathbf{u}_{1}=\left(0, \frac{1}{2 N}, \cdots, 1\right)$. We now find out other eigenvalues $\lambda_{r}$ and their corresponding eigenvectors $\mathbf{u}_{r}$ by solving the system of linear equations

$$
\sum_{k=0}^{2 N} p_{j k} u_{r}^{k}=\lambda_{r} u_{r}^{j}, \quad j=0,1, \ldots, 2 N
$$

Put for abbreviation

$$
k_{[\nu]}=k(k-1) \ldots(k-\nu+1)=\frac{\Gamma(k)}{\Gamma(k-\nu)}
$$

and note that

$$
\begin{equation*}
\sum_{k=0}^{2 N} p_{j k} k_{[\nu]}=\left.\frac{d^{\nu}}{d x^{\nu}}\left(1-\frac{1}{2 N}+\frac{1}{2 N} x\right)^{2 N}\right|_{x=1}=(2 N)_{[\nu]}\left(\frac{1}{2 N}\right)^{\nu} \tag{2.2.6}
\end{equation*}
$$

We will find the eigenvector $u_{r}^{k}$ as a polynomial in $k$ of degree $r$ in the following form

$$
u_{r}^{k}=a_{r} k_{[r]}+a_{r-1} k_{[r-1]}+\cdots+a_{1} k+a_{0} .
$$

In fact, $a_{i}$ can be solved as solution of system

$$
\begin{aligned}
\lambda_{r} \sum_{\nu=0}^{r} j_{[\nu]} a_{\nu} & =\sum_{k=0}^{2 N} p_{j k} \sum_{\nu=0}^{r} k_{[\nu]} a_{\nu} \\
& =\sum_{\nu=0}^{r} a_{\nu} \sum_{k=0}^{2 N} p_{j k} k_{[\nu]} \\
& \left.=\sum_{\nu=0}^{r} a_{\nu}(2 N)_{[\nu]}\left(\frac{1}{2 N}\right)^{\nu}, \quad \text { due to } 2.2 .6\right)
\end{aligned}
$$

for $r=0,1, \ldots, 2 N$.
We expand once again $\left(\frac{1}{2 N}\right)^{\nu}$ by $j_{[s]}$ in the form

$$
\begin{equation*}
\left(\frac{1}{2 N}\right)^{\nu}=\sum_{s=0}^{\nu} c_{s, \nu} j_{[s]} \tag{2.2.7}
\end{equation*}
$$

then we obtain

$$
\begin{align*}
\lambda_{r} \sum_{s=0}^{r} j_{[s]} a_{s} & =\lambda_{r} \sum_{\nu=0}^{r} j_{[\nu]} a_{\nu}  \tag{2.2.8}\\
& =\sum_{\nu=0}^{r}(2 N)_{[\nu]} \sum_{s=0}^{\nu} c_{s, \nu} j_{[s]} a_{\nu}  \tag{2.2.9}\\
& =\sum_{s=0}^{r} j_{[s]} \sum_{\nu=s}^{r}(2 N)_{[\nu]} c_{s, \nu} a_{\nu} . \tag{2.2.10}
\end{align*}
$$

Equating the coefficients in 2.2.10 we get

$$
\begin{equation*}
\sum_{\nu=s}^{r}(2 N)_{[\nu]} c_{s, \nu} a_{\nu}=\lambda_{r} a_{s}, \quad s=0, \ldots, r . \tag{2.2.11}
\end{equation*}
$$

Note that in (2.2.7)

$$
c_{\nu, \nu}=\frac{1}{(2 N)^{\nu}} .
$$

Then for $s=\nu=r$ in 2.2.11, we get

$$
\lambda_{r}=c_{r, r}(2 N)_{[r]}=\frac{(2 N)_{[r]}}{(2 N)^{r}}=\binom{2 N}{r} \frac{r!}{(2 N)^{r}},
$$

and $a_{r}$ is arbitrary. Put $a_{r}=1$, we can calculate in succession $a_{r-1}, a_{r-2}, \ldots, a_{0}$ to get the eigenvector $\mathbf{u}_{r}$.

Remark 2.4. Some first eigenvectors are

$$
u_{2}^{k}=\frac{k}{2 N}\left(1-\frac{k}{2 N}\right)
$$

and

$$
u_{3}^{k}=\frac{k}{2 N}\left(1-\frac{k}{2 N}\right)\left(\frac{1}{2}-\frac{k}{2 N}\right) .
$$

### 2.2.4. Probability of fixation

By denoting
$p_{i, j}^{n}$ is the probability of starting at $i$ alleles and having $j$ alleles after $n$ generations we have the following lemma

## Lemma 2.5.

$$
\begin{gathered}
\lim _{n \rightarrow \infty} p_{i, 0}^{n}=1-\frac{i}{2 N} \\
\lim _{n \rightarrow \infty} p_{i, 2 N}^{n}=\frac{i}{2 N} \\
\lim _{n \rightarrow \infty} p_{i, j}^{n}=0 \text { for } j \neq 0 \text { or } 2 N
\end{gathered}
$$

Proof.

$$
\begin{gathered}
p_{i, j}^{n}=\binom{2 N}{j} \sum_{t=0}^{2 N-j}(-1)^{t}\binom{2 N-j}{t}(2 N)^{-t-j} \sum_{s=2}^{2 N} \sum_{\beta=1}^{s} \lambda_{s}^{n-1} u_{j+t}^{s} v_{s}^{\beta} i^{\beta} \\
p_{i, 2 N}^{n}=\frac{i}{2 N}+(2 N)^{-2 N} \sum_{s=2}^{2 N} \sum_{\beta=1}^{s} \lambda_{s}^{n-1} u_{2 N}^{s} v_{s}^{\beta} i^{\beta}
\end{gathered}
$$

$$
p_{i, 0}^{n}=1-\frac{i}{2 N}+\sum_{t=1}^{2 N}(-1)^{t}\binom{2 N}{t}(2 N)^{-t} \sum_{s=2}^{2 N} \sum_{\beta=1}^{s} \lambda_{s}^{n-1} u_{t}^{s} v_{s}^{\beta} i^{\beta}
$$

See 41, 42]

Remark 2.6. It is easy to see that

$$
p_{i, 0}^{n}>0, \quad p_{i, 2 N}^{n}>0, \quad p_{0, j}^{n}=p_{2 N, j}^{n}=0 \quad \text { for } j \neq 0 \text { or } 2 N .
$$

It means that boundaries 0 and $2 N$ are exit boundaries.

### 2.2.5. Absorption times and distribution at absorption time

In the previous subsection we know that extinction or fixation of the allele $A_{1}$ occurs with probability one. This conclusion suggests the interesting problem of determining the time required for the population to reach one of the homozygous conditions. To do that, we denote by $\tau_{i}$ the first time taken to reach 0 or $2 N$ given that initially there were $i$ allele $A_{1}$

Denote by

$$
C(i, s, \beta)=\left(\lambda_{s}-1\right)\left[i^{\beta}+(2 N-i)^{\beta}\right] u_{2 N}^{s} v_{s}^{\beta} .
$$

Then we have

## Lemma 2.7.

$$
\begin{gathered}
\mathcal{P}\left(\tau_{i}=n\right)=(2 N)^{-2 N} \sum_{s=2}^{2 N} \sum_{\beta=1}^{s} C(i, s, \beta) \lambda_{s}^{n-2} \\
\mathbb{E}\left(\tau_{i}\right)=\left(1-\frac{i}{2 N}\right)^{2 N}+\left(\frac{i}{2 N}\right)^{2 N}+(2 N)^{-2 N} \sum_{s=2}^{2 N} \sum_{\beta=1}^{s} C(i, s, \beta) \frac{2-\lambda_{s}}{\left(1-\lambda_{s}\right)^{2}} \\
\mathbb{E}\left(\tau_{i}^{2}\right)=\left(1-\frac{i}{2 N}\right)^{2 N}+\left(\frac{i}{2 N}\right)^{2 N}+(2 N)^{-2 N} \sum_{s=2}^{2 N} \sum_{\beta=1}^{s} C(i, s, \beta) \frac{2-\lambda_{s}}{\left(1-\lambda_{s}\right)^{2}} \\
\\
+(2 N)^{-2 N} \sum_{s=2}^{2 N} \sum_{\beta=1}^{s} C(i, s, \beta) \frac{2}{\left(1-\lambda_{s}\right)^{3}}
\end{gathered}
$$

Proof. See 41, 42].

### 2.3. The general WF model

Similar to the simplest WF model case, with $X_{\tau}^{i}$ the related frequency of alleles $A_{i}$ $(i=1, \ldots, n)$ in population at generation $\tau$, by rescaling time axis $t=\frac{\tau}{2 N}$ we receive a
discrete time discrete space Markov chain $\left\{\mathbf{X}_{t}\right\}_{t \in \frac{1}{2 N} \mathbb{N}_{0}}$ in

$$
S_{n}^{(2 N)}=\left\{\mathbf{x}=\left(x^{1}, \ldots, x^{n}\right): x^{i} \in\left\{0, \frac{1}{2 N}, \ldots, 1\right\}, \sum_{i=1}^{n} x^{i} \leq 1\right\},
$$

with the transition probability function

$$
\begin{align*}
p_{\boldsymbol{\alpha}, \boldsymbol{\beta}} & =\mathbb{P}\left(\left.\mathbf{X}_{t+\delta t}=\frac{\boldsymbol{\beta}}{2 N} \right\rvert\, \mathbf{X}_{t}=\frac{\boldsymbol{\alpha}}{2 N}\right) \\
& =\frac{2 N!}{\beta^{1}!\ldots \beta^{n+1!}}\left(\frac{\alpha^{1}}{2 N}\right)^{\beta^{1}} \cdots\left(\frac{\alpha^{n+1}}{2 N}\right)^{\beta^{n+1}} \text { for } \boldsymbol{\alpha}, \boldsymbol{\beta} \in \Omega . \tag{2.3.1}
\end{align*}
$$

where $\alpha^{n+1}=2 N-\alpha^{1}-\ldots-\alpha^{n} ; \beta^{n+1}=2 N-\beta^{1}-\ldots-\beta^{n}$.

### 2.3.1. Moments

By directly calculating we will immediately have (where $\delta t=\frac{1}{2 N}$ ) the following proposition

Proposition 2.8. - $\mathbb{E}\left(\delta x^{i} \mid \mathbf{x}\right)=0$;

- $\mathbb{E}\left(\delta x^{i} \delta x^{j} \mid \mathbf{x}\right)=b^{i j}(\mathbf{x}) \delta t$, where $b^{i j}(\mathbf{x})=x^{i}\left(\delta_{i j}-x^{j}\right)$;
- $\mathbb{E}\left((\delta x)^{\delta} \mid \mathbf{x}\right)=o(\delta t)$ with $\delta \in \mathbb{N}_{0}^{n}:|\delta|=\delta^{1}+\ldots+\delta^{n} \geq 3$.

Proof. Prove similarly as in the simplest WF model, we note that

- $\sum_{\boldsymbol{\beta} \in \Omega} p_{\boldsymbol{\alpha}, \boldsymbol{\beta}}=\left(\frac{\alpha^{1}}{2 N}+\cdots+\frac{\alpha^{n}}{2 N}\right)^{2 N}=1$;
- $\sum_{\boldsymbol{\beta} \in \Omega} \beta^{i} p_{\boldsymbol{\alpha}, \boldsymbol{\beta}}=\alpha^{i}$;
- $\sum_{\boldsymbol{\beta} \in \Omega} \beta^{i} \beta^{j} p_{\boldsymbol{\alpha}, \boldsymbol{\beta}}=\frac{2 N-1}{2 N} \alpha^{i} \alpha^{j} ;$
- $\sum_{\boldsymbol{\beta} \in \Omega}\left(\beta^{i}\right)^{2} p_{\boldsymbol{\alpha}, \boldsymbol{\beta}}=\frac{2 N-1}{2 N}\left(\alpha^{i}\right)^{2}+\alpha^{i} ;$
- $\sum_{\boldsymbol{\beta} \in \Omega} \beta^{i} \beta^{j} \beta^{k} p_{\boldsymbol{\alpha}, \boldsymbol{\beta}}=\frac{(2 N-1)(2 N-2)}{4 N^{2}} \alpha^{i} \alpha^{j} \alpha^{k} ;$
- $\sum_{\boldsymbol{\beta} \in \Omega}\left(\beta^{i}\right)^{2} \beta^{j} p_{\boldsymbol{\alpha}, \boldsymbol{\beta}}=\frac{(2 N-1)(2 N-2)}{4 N^{2}}\left(\alpha^{i}\right)^{2} \alpha^{j}+\frac{2 N-1}{2 N} \alpha^{i} \alpha^{j} ;$
- $\sum_{\beta \in \Omega}\left(\beta^{i}\right)^{3} p_{\boldsymbol{\alpha}, \boldsymbol{\beta}}=\frac{(2 N-1)(2 N-2)}{4 N^{2}}\left(\alpha^{i}\right)^{3}+3 \frac{2 N-1}{2 N}\left(\alpha^{i}\right)^{2}+\alpha^{i} ;$

Thus, by setting

$$
\mathbf{x}=\frac{\boldsymbol{\alpha}}{2 N}, \delta x^{i}=\frac{\beta^{i}-\alpha^{i}}{2 N}, \delta t=\frac{1}{2 N}
$$

we follow the conditional expectation of the change is

$$
\mathbb{E}\left(\delta x^{i} \mid \mathbf{x}\right)=\sum_{\boldsymbol{\beta} \in \Omega}\left(\frac{\beta^{i}-\alpha^{i}}{2 N}\right) p_{\boldsymbol{\alpha}, \boldsymbol{\beta}}=0
$$

the conditional covariance of the change is

$$
\begin{aligned}
\mathbb{E}\left(\left(\delta x^{i}\right)\left(\delta x^{j}\right) \mid \mathbf{x}\right) & =\sum_{\boldsymbol{\beta} \in \Omega}\left(\frac{\beta^{i}-\alpha^{i}}{2 N}\right)\left(\frac{\beta^{j}-\alpha^{j}}{2 N}\right) p_{\boldsymbol{\alpha}, \boldsymbol{\beta}} \\
& =\frac{1}{4 N^{2}}\left(\sum_{\boldsymbol{\beta} \in \Omega} \beta^{i} \beta^{j} p_{\boldsymbol{\alpha}, \boldsymbol{\beta}}-\alpha^{i} \sum_{\boldsymbol{\beta} \in \Omega} \beta^{j} p_{\boldsymbol{\alpha}, \boldsymbol{\beta}}-\alpha^{j} \sum_{\boldsymbol{\beta} \in \Omega} \beta^{i} p_{\boldsymbol{\alpha}, \boldsymbol{\beta}}+\alpha^{i} \alpha^{j} \sum_{\boldsymbol{\beta} \in \Omega} p_{\boldsymbol{\alpha}, \boldsymbol{\beta}}\right) \\
& =\frac{1}{4 N^{2}}\left(\frac{2 N-1}{2 N} \alpha^{i} \alpha^{j}-\alpha^{i} \alpha^{j}\right) \\
& =-x^{i} x^{j}(\delta t)
\end{aligned}
$$

the conditional variance of the change is

$$
\begin{aligned}
\mathbb{E}\left(\left(\delta x^{i}\right)^{2} \mid \mathbf{x}\right) & =\sum_{\boldsymbol{\beta} \in \Omega}\left(\frac{\beta^{i}-\alpha^{i}}{2 N}\right)^{2} p_{\boldsymbol{\alpha}, \boldsymbol{\beta}} \\
& =\frac{1}{4 N^{2}}\left(\sum_{\boldsymbol{\beta} \in \Omega}\left(\beta^{i}\right)^{2} p_{\boldsymbol{\alpha}, \boldsymbol{\beta}}-2 \alpha^{i} \sum_{\boldsymbol{\beta} \in \Omega} \beta^{i} p_{\boldsymbol{\alpha}, \boldsymbol{\beta}}+\left(\alpha^{i}\right)^{2} \sum_{\boldsymbol{\beta} \in \Omega} p_{\boldsymbol{\alpha}, \boldsymbol{\beta}}\right) \\
& =\frac{1}{4 N^{2}}\left(\frac{2 N-1}{2 N}\left(\alpha^{i}\right)^{2}+\alpha^{i}-\left(\alpha^{i}\right)^{2}\right) \\
& =x^{i}\left(1-x^{i}\right)(\delta t)
\end{aligned}
$$

and the conditional moments of the change are

$$
\begin{aligned}
\mathbb{E}\left(\left(\delta x^{i}\right)^{3} \mid \mathbf{x}\right) & =\left(2\left(x^{i}\right)^{3}-3\left(x^{i}\right)^{2}+x^{i}\right)(\delta t)^{2} \\
\mathbb{E}\left(\left(\delta x^{i}\right)^{2}\left(\delta x^{j}\right) \mid \mathbf{x}\right) & =\left(2\left(x^{i}\right)^{2} x^{j}-x^{i} x^{j}\right)(\delta t)^{2} \\
\mathbb{E}\left(\left(\delta x^{i}\right)\left(\delta x^{j}\right)\left(\delta x^{k}\right) \mid \mathbf{x}\right) & =\left(2 x^{i} x^{j} x^{k}\right)(\delta t)^{2},
\end{aligned}
$$

Moreover, we easily have by the same way as the simplest WF model

$$
\mathbb{E}\left((\delta x)^{\delta} \mid \mathbf{x}\right)=o(\delta t), \forall|\delta| \geq 3
$$

This completes the proof.
2.3.2. Eigenvalues of $M$

Proposition 2.9. The transition probability matrix $M$ has eigenvalues

$$
\lambda_{j}=\binom{2 N}{j} \frac{j!}{(2 N)^{j}} \quad \text { for } j=2, \cdots, 2 N
$$

with multiplicity

$$
\binom{n-1+j}{n-1}
$$

and $\lambda_{1}=1$ has multiplicity $n+1$.

Proof. See [24.
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In this chapter we give rigorous proof for diffusion approximations to make sure that making limits is acceptable and manageable and derive Kolmogorov equations of these diffusion models.

### 3.1. Diffusion approximation

### 3.1.1. The simplest case

We start from the simplest WF model with N diploid individuals of type $A_{1}, A_{2} . X_{t}$ is the frequency of allele $A_{1}$ is a Markov chain on the state space $\{0,1, \cdots, 2 N\}$ with the transition probability operator

$$
P_{N} f(i)=\sum_{j=0}^{2 N} p_{i j} f(j)
$$

and the associated continuous time pure jump process has generator

$$
L_{N} f(i)=\left(P_{N}-I\right) f(i)=\sum_{j=0}^{2 N} p_{i j}(f(j)-f(i))
$$

One then considers the re-scaled process

$$
X_{N}(t)=\frac{1}{2 N} X_{2 N t}
$$

which is a continuous-time Markov (pure jump) process on $\left\{0, \frac{1}{2 N}, \ldots, 1\right\} \subset[0,1]$ with generator

$$
\mathcal{L}_{N} f\left(\frac{i}{2 N}\right)=2 N \sum_{j=0}^{2 N} p_{i j}\left(f\left(\frac{j}{2 N}\right)-f\left(\frac{i}{2 N}\right)\right) .
$$

Expanding this expression up to second order, we obtain

$$
\begin{aligned}
\mathcal{L}_{N} f\left(\frac{i}{2 N}\right)= & \sum_{j=0}^{2 N} p_{i j}(j-i) f^{\prime}\left(\frac{i}{2 N}\right)+\frac{1}{2} \sum_{j=0}^{2 N} p_{i j} \frac{(j-i)^{2}}{2 N} f^{\prime \prime}\left(\frac{i}{2 N}\right) \\
& +\frac{1}{6} \sum_{j=0}^{2 N} p_{i j} \frac{(j-i)^{3}}{4 N^{2}} f^{\prime \prime \prime}(\theta),
\end{aligned}
$$

where $\theta \in(0,1)$. Now, in the limit $N \rightarrow \infty$, due to Proposition 2.2 we obtain a second order differential operator which we can associate to a diffusion process, where the first part corresponds to the "deterministic component" and the second order part corresponds to the "random component". We choose $i=i_{N}$ such that $\frac{i_{N}}{2 N} \rightarrow x \in[0,1]$ as $N \rightarrow \infty$, and thus the limiting generator becomes

$$
\mathcal{L} f(x)=\frac{1}{2} x(1-x) f^{\prime \prime}(x) .
$$

Definition 3.1. We say that a sequence of processes $\left\{X_{n}(t)\right\}_{t \geq 0}$ converge weakly in path space to the process $\{X(t)\}_{t \geq 0}$ if for all continuous functions $f$ on trajectories.

$$
\lim _{n \rightarrow \infty} \int f(\omega) \mathbb{P}_{x}^{n}(d \omega)=\int f(\omega) \mathbb{P}_{x}(d \omega)
$$

where $\mathbb{P}_{x}^{n}, \mathbb{P}_{x}$ are unique distributions starting from $x$ of the processes $X_{n}, X$ correspondingly.

Using the Trotter-Kato theorem (see [18, 62, 74]) we obtain the weak convergence of the processes, i.e., the discrete processes will converge weakly in path space to the continuous process with the generator $\mathcal{L}$.

### 3.1.2. The general case

We denote by

$$
\begin{aligned}
& S_{n}^{(M)}=\left\{\mathbf{x}=\left(x^{1}, \ldots, x^{n}\right): \sum_{i=1}^{n} x^{i} \leq 1, x^{i}=\frac{j^{i}}{M} \geq 0 \quad j^{i} \text { integer }, i=1, \ldots, n\right\}, \\
& R_{n}^{(M)}=\left\{\mathbf{x}=\left(x^{1}, \ldots, x^{n}\right): \sum_{i=1}^{n} x^{i}<1, x^{i}=\frac{j^{i}}{M}>0 \quad j^{i} \text { integer }, i=1, \ldots, n\right\}, \\
& S_{n}=\left\{\mathbf{x}=\left(x^{1}, \ldots, x^{n}\right): \sum_{i=1}^{n} x^{i} \leq 1, x^{i} \geq 0, i=1, \ldots, n\right\}=\overline{V_{n}},
\end{aligned}
$$

$$
R_{n}=\left\{\mathbf{x}=\left(x^{1}, \ldots, x^{n}\right): \sum_{i=1}^{n} x^{i}<1, x^{i}>0, i=1, \ldots, n\right\}=V_{n}
$$

Suppose we have a sequence of finite Markov chains indexed by $M,\left\{\mathbf{X}^{(M)}(t)\right\}_{t \geq 0}$, having state space $S_{n}^{(M)}$ with discrete time $t$ and state variable

$$
\mathbf{X}^{(M)}(t)=\left(X_{1}^{(M)}(t), \ldots, X_{n}^{(M)}(t)\right)
$$

We define, for each chain in the sequence, the transition distributions by

$$
P^{(M)}(t, \mathbf{x}, B)=\mathcal{P}\left(X^{(M)}(t) \in B \mid X^{(M)}(0)=\mathbf{x}\right)
$$

where we assume that $\mathbf{x} \in S_{n}^{(M)}$ and that $B$ is a Borel subset of $S_{n}$.
Definition 3.2. We say that a sequence of Markov chains $\left\{X^{(M)}(t)\right\}_{M \geq 1}$ satisfies condition I if each chain satisfies

- $\mathbb{E}\left(\delta \mathbf{X}_{i}^{(M)}(t) \mid \mathbf{X}^{(M)}(t)=\mathbf{x}(t)\right)=a^{i}(\mathbf{x}(t)) \delta t+o(\delta t), \quad i=1, \ldots, n ;$
- $\mathbb{E}\left(\delta \mathbf{X}_{i}^{(M)}(t) \delta \mathbf{X}_{j}^{(M)}(t) \mid \mathbf{X}^{(M)}(t)=\mathbf{x}(t)\right)=b^{i j}(\mathbf{x}) \delta t+o(\delta t), \quad i, j=1, \ldots, n$;
- $\mathbb{E}\left(\left(\delta \mathbf{X}^{(M)}(t)\right)^{\alpha} \mid \mathbf{X}^{(M)}(t)=\mathbf{x}(t)\right)=o(\delta t), \quad$ with $\alpha \in \mathbb{N}_{0}^{n}:|\alpha|=\alpha^{1}+\ldots+\alpha^{n} \geq 3$.

Definition 3.3. We say that a sequence of Markov chains $\left\{X^{(M)}(t)\right\}_{M \geq 1}$ satisfies condition II if to any given polynomial $h_{1}(\mathbf{x})$, there corresponds a finite number of further polynomials $h_{2}(\mathbf{x}), \ldots, h_{m}(\mathbf{x})$ such that for each $M$ and $\mathbf{x}(t) \in S_{n}$ we have

$$
\mathbb{E}\left(h_{i}\left(\mathbf{X}^{(M)}\right)(t+1) \mid \mathbf{X}^{(M)}(t)=\mathbf{x}(t)\right)=\sum_{j=1}^{m} w_{i j} h_{j}(\mathbf{x}(t))
$$

where $W=\left(w_{i j}\right)_{i, j}$ is an matrix whose elements may depend on $M$.
Theorem 3.4. Suppose the sequence of Markov chains $\left\{X^{(M)}(t)\right\}_{M \geq 1}$ satisfies conditions $I$ and II, so that $\mathbf{x} \in S_{n}^{(M)}$ and that $t$ is a nonnegative integer. Then the sequence of transition distributions

$$
\left\{P^{(k M)}(k t, \mathbf{x}, B)\right\}_{k \geq 1}
$$

converges weakly to a unique proper distribution, $P(\tau, \mathbf{x}, B)$, on $S_{n}$ with $\tau=\frac{t}{M}$.

Proof. We refer the reader to [53].

### 3.2. Kolmogorov equations for the general WF model
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Figure 3.1 Kolmogorov

The Kolmogorov backward equation (KBE) and its adjoint known as the Kolmogorov forward equation (KFE) are second order partial differential equations (PDE) that arise in the theory of continuous-time continuous-state Markov processes. Both were published by Andrey Kolmogorov ${ }^{1}$ in 1931. Later it was realized that the forward equation was already known to physicists under the name Fokker-Planck equation.

The following proposition is due to Kolmogorov
Proposition 3.5. Let $\{X(t)\}_{t \geq 0}$ be a $N$-dimensional state continuous time continuous Markov process with the conditional probability density function $f(x, t \mid y, s)$. Then the function $f$ satisfies the Kolmogorov backward equation (KBE)

$$
\begin{equation*}
-\frac{\partial f}{\partial s}=\sum_{i=1}^{N} a^{i}(\mathbf{y}, s) \frac{\partial}{\partial y^{i}}[f]+\frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} b^{i j}(\mathbf{y}, s) \frac{\partial^{2}}{\partial y^{i} \partial y^{j}}[f], \tag{3.2.1}
\end{equation*}
$$

and the Kolmogorov forward equation (KFE)

$$
\begin{equation*}
\frac{\partial f}{\partial t}=-\sum_{i=1}^{N} \frac{\partial}{\partial x^{i}}\left[a^{i}(\mathbf{x}, t) f\right]+\frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{\partial^{2}}{\partial x^{i} \partial x^{j}}\left[b^{i j}(\mathbf{x}, t) f\right], \tag{3.2.2}
\end{equation*}
$$

where,

$$
a^{i}(\mathbf{x}, t)=\lim _{\delta t \rightarrow 0} \frac{1}{\delta t} E\left(\delta x^{i} \mid \mathbf{x}\right)
$$

are the drift terms,

$$
b^{i j}(\mathbf{x}, t)=\lim _{\delta t \rightarrow 0} \frac{1}{\delta t} E\left(\delta x^{i} \delta x^{j} \mid \mathbf{x}\right)
$$

[^1]are diffusion terms.

Proof. We will prove for the forward equation. The backward equation is similar. In fact, for $h \in C_{c}^{\infty}\left(\mathbb{R}^{N}\right)$ a smooth function with a compact support, we have

$$
\begin{gathered}
\int_{\mathbb{R}^{N}} h(\mathbf{x}) \frac{\partial f(\mathbf{x}, t \mid \mathbf{y}, s)}{\partial t} d \mathbf{x}=\lim _{\delta t \rightarrow 0} \int_{\mathbb{R}^{N}} h(\mathbf{x}) \frac{f(\mathbf{x}, t+\delta t \mid \mathbf{y}, s)-f(\mathbf{x}, t \mid \mathbf{y}, s)}{\delta t} d \mathbf{x} \\
\quad=\lim _{\delta t \rightarrow 0} \int_{\mathbb{R}^{N}} h(\mathbf{x}) \frac{\int_{\mathbb{R}^{N}} f(\mathbf{x}, t+\delta t \mid \mathbf{z}, t) f(\mathbf{z}, t \mid \mathbf{y}, s) d \mathbf{z}-f(\mathbf{x}, t \mid \mathbf{y}, s)}{\delta t} d \mathbf{x}
\end{gathered}
$$

(using the Chapman-Kolmogorov equation)

$$
=\lim _{\delta t \rightarrow 0} \frac{1}{\delta t}\left[\int_{\mathbb{R}^{N}} f(\mathbf{z}, t \mid \mathbf{y}, s) \int_{\mathbb{R}^{N}} h(\mathbf{x}) f(\mathbf{x}, t+\delta t \mid \mathbf{z}, t) d \mathbf{x} d \mathbf{z}-\int_{\mathbb{R}^{N}} h(\mathbf{x}) f(\mathbf{x}, t \mid \mathbf{y}, s) d \mathbf{x}\right]
$$

(using the Fubini theorem)

$$
=\lim _{\delta t \rightarrow 0} \frac{1}{\delta t} \int_{\mathbb{R}^{N}} f(\mathbf{z}, t \mid \mathbf{y}, s)\left[\int_{\mathbb{R}^{N}} h(\mathbf{x}) f(\mathbf{x}, t+\delta t \mid \mathbf{z}, t) d \mathbf{x}-h(\mathbf{z})\right] d \mathbf{z}
$$

(transforming $\mathbf{x} \rightarrow \mathbf{z}$ in the second term)
$=\lim _{\delta t \rightarrow 0} \frac{1}{\delta t} \int_{\mathbb{R}^{N}} f(\mathbf{z}, t \mid \mathbf{y}, s)\left\{\int_{\mathbb{R}^{N}} f(\mathbf{x}, t+\delta t \mid \mathbf{z}, t)[h(\mathbf{x})-h(\mathbf{z})] d \mathbf{x}\right\} d \mathbf{z}$
$=\lim _{\delta t \rightarrow 0} \frac{1}{\delta t} \int_{\mathbb{R}^{N}} f(\mathbf{z}, t \mid \mathbf{y}, s)\left\{\int_{\mathbb{R}^{N}} f(\mathbf{x}, t+\delta t \mid \mathbf{z}, t)\left[\sum_{|\alpha| \geq 1} h^{(\alpha)}(\mathbf{z}) \frac{(\mathbf{x}-\mathbf{z})^{\alpha}}{\alpha!}\right] d \mathbf{x}\right\} d \mathbf{z}$
$=\int_{\mathbb{R}^{N}} f(\mathbf{z}, t \mid \mathbf{y}, s) \sum_{|\alpha| \geq 1} \frac{1}{\alpha!} D_{\alpha}(\mathbf{z}) h^{(\alpha)}(\mathbf{z}) d \mathbf{z}$
where $D_{\alpha}(\mathbf{z})=\lim _{\delta t \rightarrow 0} \frac{1}{\delta t} \int_{\mathbb{R}^{N}} f(\mathbf{x}, t+\delta t \mid \mathbf{z}, t)(\mathbf{x}-\mathbf{z})^{\alpha} d \mathbf{x}=\lim _{\delta t \rightarrow 0} \frac{1}{\delta t} E\left((\delta \mathbf{x})^{\alpha} \mid \mathbf{x}\right)$
$=\int_{\mathbb{R}^{N}} h(\mathbf{z})\left\{\sum_{|\alpha| \geq 1} \frac{(-1)^{\alpha}}{\alpha!} \frac{\partial^{\alpha}}{\partial \mathbf{z}^{\alpha}}\left(D_{\alpha}(\mathbf{z}) f(\mathbf{z}, t \mid \mathbf{y}, s)\right)\right\} d \mathbf{z}$.
integration by parts.

Therefore we conclude

$$
\int_{\mathbb{R}^{N}} h(\mathbf{x})\left\{\frac{\partial f(\mathbf{x}, t \mid \mathbf{y}, s)}{\partial t}-\sum_{|\alpha| \geq 1} \frac{(-1)^{\alpha}}{\alpha!} \frac{\partial^{\alpha}}{\partial \mathbf{x}^{\alpha}}\left(D_{\alpha}(\mathbf{x}) f(\mathbf{x}, t \mid \mathbf{y}, s)\right)\right\} d \mathbf{x}=0 .
$$

Because $h$ is arbitrary, this follows that

$$
\begin{aligned}
\frac{\partial f(\mathbf{x}, t \mid \mathbf{y}, s)}{\partial t} & =\sum_{|\alpha| \geq 1} \frac{(-1)^{\alpha}}{\alpha!} \frac{\partial^{\alpha}}{\partial \mathbf{x}^{\alpha}}\left(D_{\alpha}(\mathbf{x}) f(\mathbf{x}, t \mid \mathbf{y}, s)\right) \\
& =\sum_{1 \leq|\alpha| \leq 2} \frac{(-1)^{\alpha}}{\alpha!} \frac{\partial^{\alpha}}{\partial \mathbf{x}^{\alpha}}\left(D_{\alpha}(\mathbf{x}) f(\mathbf{x}, t \mid \mathbf{y}, s)\right)
\end{aligned}
$$

due to the continuity of process (diffusion)

$$
=-\sum_{i=1}^{N} \frac{\partial}{\partial x^{i}}\left[a^{i}(\mathbf{x}, t) f\right]+\frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{\partial^{2}}{\partial x^{i} \partial x^{j}}\left[b^{i j}(\mathbf{x}, t) f\right],
$$

The proof is finished.

By applying for our general WF model, we have the drift terms

$$
a^{i}(\mathbf{x})=\lim _{\delta t \rightarrow 0} \frac{1}{\delta t} E\left(\delta x^{i} \mid \mathbf{x}\right)=0
$$

and diffusion terms

$$
b^{i j}(\mathbf{x})=\lim _{\delta t \rightarrow 0} \frac{1}{\delta t} E\left(\delta x^{i} \delta x^{j} \mid \mathbf{x}\right)=x^{i}\left(\delta_{i j}-x^{j}\right)
$$

Therefore, the Kolmogorov forward equation of the general WF model is

$$
\frac{\partial u(\mathbf{x}, \mathbf{p}, t)}{\partial t}=\sum_{i, j=1}^{n-1} \frac{1}{2} \frac{\partial^{2}\left(b^{i j}(\mathbf{x}) u(\mathbf{x}, \mathbf{p}, t)\right)}{\partial x^{i} \partial x^{j}}
$$

and the Kolmogorov backward equations is

$$
\frac{\partial u(\mathbf{x}, \mathbf{p}, t)}{\partial t}=\sum_{i, j=1}^{n-1} \frac{1}{2} b^{i j}(\mathbf{p}) \frac{\partial^{2} u(\mathbf{x}, \mathbf{p}, t)}{\partial p^{i} \partial p^{j}}
$$

where

$$
b^{i j}(\mathbf{x})=x^{i}\left(\delta_{i j}-x^{j}\right)
$$

In particular, in the simplest WF model, we have also the Kolmogorov forward equation

$$
\frac{\partial u(x, p, t)}{\partial t}=\frac{1}{2} \frac{\partial^{2}(x(1-x) u(x, p, t))}{\partial x^{2}}
$$

and the Kolmogorov backward equations

$$
\frac{\partial u(x, p, t)}{\partial t}=\frac{1}{2} p(1-p) \frac{\partial^{2} u(x, p, t)}{\partial p^{2}} .
$$

### 3.3. Classification of boundaries

This section is to classify boundaries of a diffusion equation. In practical problems, due to some simple estimations we can learn the properties of the boundary and make some conclusions on the behavior of solutions at the boundary. This work was started by William Feller in $1952^{2}$. In the paper, he showed the result for a differential equation

$$
u_{t}(t, x)=a(x) u_{x x}(t, x)+b(x) u_{x}(t, x),
$$

and its adjoint

$$
v_{t}(t, x)=\left((a(x) v(t, x))_{x}-b(x) v_{x}(t, x)\right)_{x},
$$

where $a^{\prime}(x), b(x)$ are continuous, but not necessarily bounded, in the interval $\left(r_{1}, r_{2}\right)$, $a(x)>0, a \not \equiv 1, a^{\prime \prime}(x)$ need not exit. Set a function

$$
W(x)=e^{-\int_{x_{0}}^{x} b(s) a^{-1}(s) d s}
$$

where $x_{0} \in\left(r_{1}, r_{2}\right)$ is fixed. Denote $L\left(r_{1}, r_{2}\right)$ by the space of integrable function on $\left(r_{1}, r_{2}\right)$.
Then we have

## Proposition 3.6.

(i) The boundary $r_{j}$ is regular if for all $x_{0} \in\left(r_{1}, r_{2}\right)$

$$
W(x) \in L\left(x_{0}, r_{j}\right) \text { and } a^{-1}(x) W^{-1}(x) \in L\left(x_{0}, r_{j}\right),
$$

in this case, the trajectory can reach $r_{j}$ from the interior of $\left(r_{1}, r_{2}\right)$ and can return to the interior within a finite length of time;
(ii) The boundary $r_{j}$ is exit if for all $x_{0} \in\left(r_{1}, r_{2}\right)$

$$
a^{-1}(x) W^{-1}(x) \notin L\left(x_{0}, r_{j}\right) \text { and } W(x) \int_{x_{0}}^{x} a^{-1}(s) W^{-1}(s) d s \in L\left(x_{0}, r_{j}\right),
$$

in this case, the trajectory can reach $r_{j}$ from the interior of ( $r_{1}, r_{2}$ ) within a finite length of time but can not return to the interior;
(iii) The boundary $r_{j}$ is entrance if for all $x_{0} \in\left(r_{1}, r_{2}\right)$

$$
a^{-1}(x) W^{-1}(x) \in L\left(x_{0}, r_{j}\right) \text { and } a^{-1}(x) W^{-1}(x) \int_{x_{0}}^{x} W(s) d s \in L\left(x_{0}, r_{j}\right),
$$

in this case, the trajectory can enter from $r_{j}$ to the interior of $\left(r_{1}, r_{2}\right)$ but can not return from the interior to $r_{j}$;

[^2](iv) The boundary $r_{j}$ is natural in all other cases, in this case, the trajectory can neither reach $r_{j}$ from the interior of $\left(r_{1}, r_{2}\right)$ to $r_{j}$, nor from $r_{j}$ to the interior.

Some signification of these boundaries are (also see [57], Chapter 3)

1. If $r_{j}$ is a regular or exit boundary, a trajectory has a probability to reach it from the interior within a finite time, thus they are also called "Accessible";
2. If $r_{j}$ is a entrance or natural boundary, a trajectory will never reach it from the interior within a finite time, thus they are also called "Inaccessible";
3. If both $r_{1}$ and $r_{2}$ are inaccessible, there exists one and only one process in $\left(r_{1}, r_{2}\right)$ obeying a given KBE.
4. If both $r_{1}$ and $r_{2}$ are accessible, there exists an "absorbing barrier process" in $\left(r_{1}, r_{2}\right)$ obeying a given KBE. By absorbing we mean that at the first arrival at a boundary (i.e. as soon as it arrives at boundary) it is terminated.
5. Suppose that $\rho_{1}, \rho_{2}$ is a proper subinterval of $\left(r_{1}, r_{2}\right)$ where $r_{1}, r_{2}$ are inaccessible and $\rho_{1}, \rho_{2}$ are regular. We can construct a solution for the absorbing barrier process in $\left(\rho_{1}, \rho_{2}\right)$. Then as we let $\rho_{1} \rightarrow r_{1}$ and $\rho_{2} \rightarrow r_{2}$, the solution corresponding to the absorbing process converges to the unique solution describe in (iii).

Now, we apply the proposition to our simplest WF model. We have $a(x)=\frac{1}{2} x(1-x)$ and $b(x)=0, r_{1}=0, r_{2}=1$. Then $W(x)=1$. Obviously, at $r_{1}=0$, for all $x_{0} \in(0,1)$ we have $W(x) \in L\left(0, x_{0}\right)$ but

$$
a^{-1}(x) W^{-1}(x)=\frac{2}{x(1-x)} \notin L\left(0, x_{0}\right)
$$

Hence $r_{1}=0$ is not regular. We also have

$$
W(x) \int_{x_{0}}^{x} a^{-1}(s) W^{-1}(s) d s=2 \log \left(\frac{x\left(1-x_{0}\right)}{x_{0}(1-x)}\right) \in L\left(0, x_{0}\right)
$$

Therefore $r_{1}=0$ is an exit boundary. Similarly we can show that $r_{2}=1$ is also an exit boundary.

We will prove that, the boundary of KBE corresponding to the general WF model are also exit as this following proposition

Proposition 3.7. $\partial V_{n}$ is an exit boundary.

Proof. In fact, it is easy to see that the $\mathbf{X}(t)$ is also a vector valued random variable which satisfies a stochastic dynamics

$$
d X^{i}(t)=\sum_{j=1}^{n} \sigma_{i j}(\mathbf{X}(t)) d W^{j}(t)
$$

where

$$
\sigma_{i j}(\mathbf{x})=\sqrt{x^{i}}\left(\delta_{i j}-\frac{\sqrt{x^{i} x^{j}}}{1+\sqrt{x^{n+1}(t)}}\right) .
$$

Therefore, when $\mathbf{X}(t)$ goes to the boundary $\partial V_{n}$, for example at $X^{i}(t)=0$, we have

$$
d X^{i}(t)=\sum_{j=1}^{n} \sqrt{X^{i}(t)}\left(\delta_{i j}-\frac{\sqrt{X^{i}(t) X^{j}(t)}}{1+\sqrt{X^{n+1}(t)}}\right) d W^{j}(t)=0
$$

i.e., $X^{i}(s)=0$ for all $s \geq t$.
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In this chapter, we describe a systematic approach to solve the Kolmogorov equations of simplest diffusion models (derived from the simplest WF models). We shall define a probability density function on the entire state space $[0,1]$ (the global solution). Qualitative results such as existence, uniqueness, behavior at boundary and behavior as $t \rightarrow \infty$ of the global solution gives us a clear picture about the evolution of initial WF model as well as other evolutionary quantities.

### 4.1. Motivation

In 1945, Wright ${ }^{1}$ first used the Fokker-Planck equation to study these WF models. His approach led us to use Partial Differential Equations to solve the diffusion equations

[^3]corresponding to the original WF models. In 1955, Kimura ${ }^{2}$ used Fokker-Planck equations and moments of distribution to obtain an exact local solution for the simplest diffusion model. That gave us more information about the WF model as well as the corresponding diffusion model. However, Kimura considered this continuous process locally, by dividing it into fixed probabilities and the probability distribution of unfixed classes. Therefore, his solution (the improper probability density function of unfixed classes $(0,1)$ which was assumed to be bounded at boundary) satisfies only the corresponding Fokker-Planck equation, but has no clear connection with its condition on moments. For example, we can see that the integrated probability density function on its defined domain is not equal to 1 .

We will construct a new space $H$ and a generalized integration $[\cdot, \cdot]$ with respect to a special measure $\mu$ on $([0,1], \mathcal{B}([0,1]))$. On this new space $H$, we define a new solution which is not necessarily bounded at the boundary but satisfies both Fokker-Planck equation and the condition on moments (4.3.7). We will then prove that there is such a unique solution (see Theorem4.9). We will see that many results can be calculated easily and quickly due to this global solution (see Section 4.4).

### 4.2. Kimura's local solution to the simplest diffusion model

In 1955, Kimura found the local solution (probability density function in the unfixed class) of the problem

$$
\begin{cases}\frac{\partial v(x, t)}{\partial t} & =L v(x, t), \quad \text { in }(0,1) \times(0, \infty)  \tag{4.2.1}\\ v(0, t), v(1, t) & <\infty \text { for } 0 \leq t<\infty \\ v(x, 0) & =\delta(x-p)\end{cases}
$$

where

$$
L v(x, t):=\frac{1}{2} \frac{\partial^{2}}{\partial x^{2}}(x(1-x) v(x, t))
$$

Theorem 4.1 (Kimura, 1955). The problem 4.2.1) has a local solution as follows

$$
u_{l o c}(x, p, t):=\sum_{m \geq 0} c_{m}(p) X_{m}(p) X_{m}(x) e^{-\lambda_{m} t}
$$

where,

$$
\begin{gathered}
\lambda_{m}=\frac{(m+1)(m+2)}{2}, \quad c_{m}(p)=\frac{8 p(1-p)(m+3 / 2)}{(m+1)(m+2)} \\
X_{m}(x)=C_{m}^{\left(\frac{3}{2}\right)}(1-2 x) \text { is the Gegenbauer polynomial (see Appendix A.1). }
\end{gathered}
$$

[^4]Proof of Kimura. Due to the form of moments, the solution is of the form

$$
u(x, t)=\sum_{m \geq 0} c_{m} X_{m}(x) e^{-\lambda_{m} t}
$$

Then, due to the definition of the Gegenbauer polynomials and the boundedness at boundary we have

$$
X_{m}(x)=C_{m}^{\left(\frac{3}{2}\right)}(1-2 x)
$$

Finally, the coefficients $c_{m}$ can be determined from the initial condition

$$
c_{m}=4 p q \frac{2 m+3}{(m+1)(m+2)} X_{m}(p)
$$

Thus, the local solution is

$$
u_{l o c}(x, p, t):=\sum_{m \geq 0} 4 p q \frac{2 m+3}{(m+1)(m+2)} X_{m}(p) X_{m}(x) e^{-\lambda_{m} t}
$$

This completes the proof.


Figure 4.1 Kimura's description of the behavior of the local solution in the simplest diffusion model

### 4.3. The global solution to the simplest diffusion model

In this section, we will construct the new space of global solutions and a generalized integration. Then, we will find out eigenvalues and eigenvectors of the operators $L$ and $L^{*}$, solve the local problem using the method of separation of variables. Next, we determine the probability density function for the simplest diffusion model on the whole state space $[0,1]$. The existence and uniqueness result of this solution will be proved (Theorem 4.9). We will see that behavior of this global solution as its corollary.

### 4.3.1. Preliminaries

We denote by $H_{0}=C^{\infty}([0,1])$,

$$
H=\left\{u=u_{1} \chi_{(0,1)}+f \delta_{0}+g \delta_{1}, \text { for } u_{1}(\cdot, t), f(\cdot, t), g(\cdot, t) \in H_{0}\right\}, \forall t \geq 0
$$

where $\chi$ is the indicator function and $\delta_{0}, \delta_{1}$ are the Dirac functions. We define a measure $\mu$ on the measurable space $([0,1], \mathcal{B}([0,1]))$ as

$$
\mu(A)=d x(A \cap(0,1))+\delta_{0}(A \cap\{0\})+\delta_{1}(A \cap\{1\}) \quad \forall A \in \mathcal{B}([0,1])
$$

and define the integration (the action from $H$ into $H_{0}$ ) as

$$
\int_{A} u(x) d \mu(x)=\int_{A \cap(0,1)} u_{1}(x) d x+\chi_{A}(0) f(0)+\chi_{A}(1) g(1) \quad \forall A \in \mathcal{B}([0,1])
$$

We also denote by

$$
[u, \phi]=\int_{[0,1]} f \phi d \mu=\int_{0}^{1} u_{1}(x) \phi(x) d x+f(0) \phi(0)+g(1) \phi(1), \quad \forall u \in H, \phi \in H_{0}
$$

We will prove that this is well-defined, i.e. $[u, \phi]=0 \forall \phi$ if and only if $u=0$. In fact, we have the following lemma.

Lemma 4.2. $[u, \phi]=0, \forall \phi$ if and only if $u=0$.

Proof. It is easy to see that $u=0$ implies $[u, \phi]=0, \forall \phi$. Now, we assume that $[u, \phi]=$ $0, \forall \phi$. Expanding $u_{1}$ by the $X_{m}(x)$ polynomials we have $u_{1}(x)=\sum_{m \geq 0} a_{m} X_{m}(x)$. From the orthogonality of $X_{m}(x)$ polynomials with the weighted function $w(x)=x(1-x)$ we have

$$
\begin{aligned}
a_{m} & =\int_{0}^{1} u_{1}(x) w(x) X_{m}(x) d x \\
& =\left[u, w X_{m}\right]=0 \quad \forall m
\end{aligned}
$$

It follows that $u_{1}=0$. Then, by choosing $\phi=x$ and $\phi=1-x$ we have $g(1)=f(0)=0$. Therefore we have $u=0$. This completes the proof.

Remark 4.3. We will see that the $k^{t h}$-moment corresponding to the probability density function $u$ will be $\left[u, x^{k}\right]$.

### 4.3.2. Eigenvalues and eigenvectors of the operators $L$ and $L^{*}$

Below, we formulate some results on the eigenvalues and eigenvectors of the operator $L$ and its dual $L^{*}$, which will be used in the proof of the existence and the uniqueness of the global solution.

Proposition 4.4. For all $m \geq 0$ we have

$$
L X_{m}=-\lambda_{m} X_{m}, \text { in } H_{0}
$$

Proof. Putting $z=1-2 x$ implies $Y_{m}(z)=X_{m}(x)=C_{m}^{\left(\frac{3}{2}\right)}(z)$, it means $Y_{m}$ is a solution of the Gegenbauer equation

$$
\left(1-z^{2}\right) \frac{\partial^{2}}{\partial z^{2}} Y_{m}(z)-4 z \frac{\partial}{\partial z} Y_{m}(z)+m(m+3) Y_{m}(z)=0
$$

This is equivalent to

$$
\begin{aligned}
x(1-x) \frac{\partial^{2}}{\partial x^{2}} X_{m}(x)-2(1-2 x) \frac{\partial}{\partial x} X_{m}(x)+m(m+3) X_{m}(x) & =0 \\
\Longleftrightarrow \frac{\partial^{2}}{\partial x^{2}}\left(x(1-x) X_{m}(x)\right) & =-(m+1)(m+2) X_{m} \\
\Longleftrightarrow L X_{m} & =-\lambda_{m} X_{m}
\end{aligned}
$$

This completes the proof.

Proposition 4.5. Let $w(x)=x(1-x)$ be the weighted function. If $X$ is an eigenvector of $L$ corresponding to the eigenvalue $\lambda$ then $w X$ is also a eigenvector of $L^{*}$ corresponding to the eigenvalue $\lambda$.

Proof. Assume that $X$ is an eigenvector of $L$ corresponding to the eigenvalue $\lambda$, i.e.,

$$
\frac{1}{2} \frac{\partial^{2}}{\partial x^{2}}(w X)=-\lambda X
$$

multiplying two sides by $w$ follows

$$
L^{*}(w X)=\frac{1}{2} w \frac{\partial^{2}}{\partial x^{2}}(w X)=-\lambda(w X)
$$

This completes the proof.

Proposition 4.6. The spectrum of the operator $L$ is

$$
\operatorname{Spec}(L)=\bigcup_{m \geq 0}\left\{\lambda_{m}=\frac{(m+1)(m+2)}{2}\right\}:=\Lambda
$$

and the eigenvectors of $L$ corresponding to $\lambda_{m}$ are the Gegenbauer polynomials $X_{m}(x)$ (up to a constant).

Proof. From Proposition (4.4) we have $L\left(X_{m}\right)=-\lambda_{m} X_{m}$ in $H_{0}$. So, $\Lambda \subseteq \operatorname{Spec}(L)$. Inversely, for $\lambda \notin \Lambda$, we will prove that $\lambda$ is not an eigenvalue of $L$. In fact, assume that $X \in H_{0}$ such that $L X=-\lambda X \in H_{0}$. Because $\left\{X_{m}\right\}_{m \geq 0}$ is a orthogonal basis of $H_{0}$ with respect to weighted $w$, we can write $X=\sum_{m=0}^{\infty} d_{m} X_{m}$. It follows that

$$
\sum_{m=0}^{\infty} d_{m}\left(-\lambda_{m} X_{m}\right)=\sum_{m=0}^{\infty} d_{m} L\left(X_{m}\right)=L\left(\sum_{m=0}^{\infty} d_{m} X_{m}\right)=-\lambda \sum_{m=0}^{\infty} d_{m} X_{m}
$$

For any $n \geq 0$, multiplying them by $w X_{n}$ and then integrating on $[0,1]$ we have

$$
d_{n} \lambda_{n}\left(X_{n}, w X_{n}\right)=d_{n} \lambda\left(X_{n}, w X_{n}\right)
$$

Since $\left(X_{n}, w X_{n}\right) \neq 0$ and $\lambda \neq \lambda_{n}, d_{n}=0, \forall n \geq 0$. It follows $X=0$, i.e., $\lambda$ is not an eigenvalue of $L$. It follows

$$
\operatorname{Spec}(L)=\Lambda .
$$

Moreover, assume that $X$ is an eigenvector of $L$ corresponding to the eigenvalue $\lambda_{m}$, we will prove that $X=c X_{m}$. In fact, writing $X=\sum_{n=0}^{\infty} d_{n} X_{n}$ follows that

$$
\sum_{n=0}^{\infty} d_{n}\left(-\lambda_{n} X_{n}\right)=\sum_{n=0}^{\infty} d_{n} L\left(X_{n}\right)=L\left(\sum_{n=0}^{\infty} d_{n} X_{n}\right)=-\lambda_{m} \sum_{n=0}^{\infty} d_{n} X_{n}
$$

For any $k \geq 0$, multiplying them by $w X_{k}$ and then integrating on $[0,1]$ we have

$$
d_{k} \lambda_{k}\left(X_{k}, w X_{k}\right)=d_{k} \lambda_{m}\left(X_{k}, w X_{k}\right)
$$

Since $\left(X_{k}, w X_{k}\right) \neq 0$ and $\lambda_{m} \neq \lambda_{k}$ for all $k \neq m, d_{k}=0, \forall k \neq m$. It follows $X=d_{m} X_{m}$. This completes the proof.

### 4.3.3. The global solution

In this subsection, we formulate the definition of solutions. We consider a diploid population of fixed size $N$ with two possible alleles $A_{1}, A_{2}$ at a given locus $A$. Suppose
that the individuals in the population are monoecious, that there is no selection between the two alleles and is no mutation. There are $2 N$ alleles in the population in any generation, so it is sufficient to focus on the number $Y_{\tau}$ of alleles $A_{1}$ at generation time $\tau$. Assume that $Y_{0}=i_{0}$ and the alleles in generation $\tau+1$ are derived by sampling with the replacement from the alleles of generation $\tau$, it means that the transition probability is

$$
\mathbb{P}\left(Y_{\tau+1}=j \mid Y_{\tau}=i\right)=\binom{2 N}{j}\left(\frac{i}{2 N}\right)^{j}\left(1-\frac{i}{2 N}\right)^{2 N-j} \quad \text { for } i, j=0, \ldots, 2 N
$$

With the rescaled process,

$$
t=\frac{\tau}{2 N} ;, X_{t}=\frac{Y_{t}}{2 N},
$$

we have a discrete Markov chain $X_{t}$ taking values in $\left\{0, \frac{1}{2 N}, \ldots, 1\right\}$ with $t=1$ means $2 N$ generations. In Chapter 2 Proposition (2.2), we proved that

$$
\begin{align*}
X_{0} & =p=\frac{i_{0}}{2 N} \\
\mathbb{E}\left(\delta X_{t}\right) & =0  \tag{4.3.1}\\
\mathbb{E}\left(\delta X_{t}\right)^{2} & =X_{t}\left(1-X_{t}\right) \delta t+o(\delta t) \\
\mathbb{E}\left(\delta X_{t}\right)^{k} & =o(\delta t) \text { for } k \geq 3
\end{align*}
$$

On the other hand, denoting by $m_{k}(t)$ the $k^{t h}$-moment of distribution about zero at the $(2 N t)^{t h}$ generation, i.e.,

$$
m_{k}(t)=\mathbb{E}\left(X_{t}\right)^{k}
$$

We have

$$
m_{k}(t+\delta t)=\mathbb{E}\left(X_{t}+\delta X_{t}\right)^{k}
$$

We expand the right hand side and note (4.3.1) to obtain the following recurrence formula, under the assumption that the population number $N$ is so large that the terms of higher order $\frac{1}{N^{2}}, \frac{1}{N^{3}}$ etc., can be neglected without serious error:

$$
\begin{aligned}
m_{k}(t+\delta t)= & \mathbb{E}\left(X_{t}+\delta X_{t}\right)^{k} \\
= & \mathbb{E}\left(X_{t}\right)^{k}+\binom{k}{1} \mathbb{E}\left(\left(X_{t}\right)^{k-1} \mathbb{E}\left(\delta X_{t}\right)\right)+\binom{k}{2} \mathbb{E}\left(\left(X_{t}\right)^{k-2} \mathbb{E}\left(\delta X_{t}\right)^{2}\right) \\
& +\binom{k}{3} \mathbb{E}\left(\left(X_{t}\right)^{k-3} \mathbb{E}\left(\delta X_{t}\right)^{3}\right)+\ldots+\binom{k}{k} \mathbb{E}\left(\mathbb{E}\left(\delta X_{t}\right)^{k}\right) \\
\sim & \left.\mathbb{E}\left(X_{t}\right)^{k}+\frac{k(k-1)}{2} \mathbb{E}\left(\left(X_{t}\right)^{k-2} X_{t}\left(1-X_{t}\right)(\delta t)\right) \quad \text { due to } 4.3 .1\right\} \\
= & \left\{1-\frac{k(k-1)}{2}(\delta t)\right\} \mathbb{E}\left(X_{t}\right)^{k}+\frac{k(k-1)}{2} \mathbb{E}\left(X_{t}\right)^{k-1}(\delta t) \\
= & \left\{1-\frac{k(k-1)}{2}(\delta t)\right\} m_{k}(t)+\frac{k(k-1)}{2} m_{k-1}(t)(\delta t) .
\end{aligned}
$$

It follows that

$$
\begin{equation*}
\dot{m}_{k}(t)=-\frac{k(k-1)}{2} m_{k}(t)+\frac{k(k-1)}{2} m_{k-1}(t) . \tag{4.3.2}
\end{equation*}
$$

We are aiming at finding a continuous process which is a good approximation for the above discrete process. Hence, we should look for a continuous $[0,1]$-valued Markov process $\left\{X_{t}\right\}_{t \geq 0}$ with the same conditions as 4.3.1 and 4.3.2. Especially, if we call $u(x, t)$ the probability density function of this continuous process, the condition 4.3.1) implies (see for example [24], p. 137) that $u$ is a solution of the Fokker-Planck (Kolmogorov forward) equation

$$
\begin{cases}u_{t} & =L u \text { in }(0,1) \times(0, \infty)  \tag{4.3.3}\\ u(x, 0) & =\delta_{p}(x) \text { in }(0,1)\end{cases}
$$

and the condition 4.3.2) implies

$$
\begin{aligned}
{\left[u_{t}, x^{k}\right] } & =\dot{m}_{k}(t) \\
& =-\frac{k(k-1)}{2} m_{k}(t)+\frac{k(k-1)}{2} m_{k-1}(t) \\
& =\left[u,-\frac{k(k-1)}{2} x^{k}+\frac{k(k-1)}{2} x^{k-1}\right] \\
& =\left[u, L^{*}\left(x^{k}\right)\right]
\end{aligned}
$$

i.e.,

$$
\begin{equation*}
\left[u_{t}, \phi\right]=\left[u, L^{*} \phi\right], \forall \phi \in H_{0} \tag{4.3.4}
\end{equation*}
$$

This leads to a definition of solutions as follows

Definition 4.7. We call $u \in H$ a global solution of the Fokker-Planck equation associated to the simplest diffusion model if

$$
\begin{align*}
u_{t} & =L u \text { in }(0,1) \times(0, \infty),  \tag{4.3.5}\\
u(x, 0) & =\delta_{p}(x) \text { in }(0,1) ;  \tag{4.3.6}\\
{\left[u_{t}, \phi\right] } & =\left[u, L^{*} \phi\right], \forall \phi \in H_{0} . \tag{4.3.7}
\end{align*}
$$

Remark 4.8. We note that the conditions 4.3.6-4.3.7 imply the condition 4.3.5. But because of the usefulness in proof, we keep it as a part of the definition of the global solution.

We prove that
Theorem 4.9. The Problem 4.3.54.3.7) always possesses a unique global solution.

### 4.3.4. Proof of Theorem 4.9

This subsection is devoted to the construction of the global solution and proves its existence as well as uniqueness. The process of finding the solution goes as follows: First, we find the local solution of the Fokker-Planck equation (4.3.5) by the separation of variables method. Then we construct a solution due to parameters at boundaries. Furthermore, we use some conditions of (4.3.6, 4.3.7) to determine the parameters. Finally, we check the properness of the solution.

Step 1: Assume that $u_{1}(x, t)=X(x) T(t)$ is a solution of the Fokker-Planck equation (4.3.5). Then we have

$$
\frac{T_{t}}{T}=\frac{L X}{X}=-\lambda
$$

Clearly $\lambda$ is a constant which is independent of $T, X$. Proposition 4.6) implies that the local solution of the equation 4.3.5 is of form

$$
u_{1}(x, t)=\sum_{m \geq 0} c_{m} X_{m}(x) e^{-\lambda_{m} t}
$$

Remark 4.10. Note that $u_{1}$ is the same solution as in Kimura (see for example [43, 44]).
Step 2: The solution $u \in H$ satisfying 4.3.5 has the following form

$$
\begin{equation*}
u(x, t)=\sum_{m \geq 0} c_{m}\left(X_{m}(x)+a_{m, 0} \delta_{0}(x)+a_{m, 1} \delta_{1}(x)\right) e^{-\lambda_{m} t}+b_{0} \delta_{0}(x)+b_{1} \delta_{1}(x) \tag{4.3.8}
\end{equation*}
$$

Step 3: We check condition 4.3.7 with $\phi=1, \phi=x, \phi=w X_{n}$ respectively, it follows

$$
\left[u_{t}, 1\right]=\left[u, L^{*}(1)\right]=0
$$

and

$$
\left[u_{t}, x\right]=\left[u, L^{*}(x)\right]=0
$$

and

$$
\left[u_{t}, w X_{n}\right]=\left[u, L^{*}\left(w X_{n}\right)\right]=-\lambda_{n}\left[u, w X_{n}\right]
$$

Combining with the condition 4.3.6 follows that

$$
\begin{gathered}
1=[u(\cdot, 0), 1]=[u(\cdot, \infty), 1]=b_{0}+b_{1}, \\
p=[u(\cdot, 0), x]=[u(\cdot, \infty), x]=b_{1}, \\
1=[u(\cdot, 0), 1]=[u, 1]=\sum_{m \geq 0} c_{m}\left(\int_{[0,1]} X_{m}(x) d x+a_{m, 0}+a_{m, 1}\right) e^{-\lambda_{m} t}+b_{0}+b_{1}, \\
p=[u(\cdot, 0), x]=[u, x]=\sum_{m \geq 0} c_{m}\left(\int_{[0,1]} x X_{m}(x) d x+a_{m, 1}\right) e^{-\lambda_{m} t}+b_{1},
\end{gathered}
$$

and

$$
\begin{equation*}
\left[u, w X_{n}\right]=\left[u(\cdot, 0), w X_{n}\right] e^{-\lambda_{n} t}=w(p) X_{n}(p) e^{-\lambda_{n} t} \tag{4.3.9}
\end{equation*}
$$

Therefore, we have founded all the parameters

$$
\begin{align*}
b_{1} & =p ; b_{0}=1-p \\
a_{m, 1} & =-\int_{[0,1]} x X_{m}(x) d x ; a_{m, 0}=-\int_{[0,1]}(1-x) X_{m}(x) d x  \tag{4.3.10}\\
c_{n} & =\frac{w(p) X_{n}(p)}{\left(X_{n}, w X_{n}\right)}
\end{align*}
$$

It follows that the solution should be of the form

$$
\begin{align*}
u(x, t)= & \sum_{m \geq 0} c_{m} X_{m}(x) e^{-\lambda_{m} t}+\left\{1-p+\sum_{m \geq 0} c_{m} a_{m, 0} e^{-\lambda_{m} t}\right\} \delta_{0}(x)  \tag{4.3.11}\\
& +\left\{p+\sum_{m \geq 0} c_{m} a_{m, 1} e^{-\lambda_{m} t}\right\} \delta_{1}(x)
\end{align*}
$$

where

$$
\begin{align*}
\lambda_{m} & =\frac{(m+1)(m+2)}{2}, \\
X_{m}(x) & =\text { Gegenbauer } C(m, 3 / 2,1-2 x), \\
a_{m, 0} & =-\int_{\Omega_{1}}(1-x) X_{m}(x) d x=-\frac{1}{2},  \tag{4.3.12}\\
a_{m, 1} & =-\int_{\Omega_{1}} x X_{m}(x) d x=(-1)^{m+1} \frac{1}{2}, \\
c_{m} & =\frac{w(p) X_{m}(p)}{\left(X_{m}, w X_{m}\right)}=\frac{8 w(p) X_{m}(p)(m+3 / 2)}{(m+1)(m+2)} .
\end{align*}
$$

Step 4: We will prove that the solution $u$ found above satisfies 4.3.5, 4.3.6, and 4.3.7). In fact, $u=u_{1}$ in $(0,1)$, therefore $u$ satisfies the Fokker-Planck equation 4.3.5).

Moreover, from the representation of this new solution, we have

$$
\begin{align*}
{[u, 1] } & =\sum_{m=0}^{\infty}\left(\int_{[0,1]} X_{m}(x) d x+a_{m, 0}+a_{m, 1}\right) e^{-\lambda_{m} t}+1-p+p=1, \\
{[u, x] } & =\sum_{m=0}^{\infty}\left(\int_{00,1]} x X_{m}(x) d x+a_{m, 1}\right) e^{-\lambda_{m} t}+p=p,  \tag{4.3.13}\\
{\left[u, w X_{n}\right] } & =c_{n}\left(X_{n}, w X_{n}\right) e^{-\lambda_{n} t}=w(p) X_{n}(p) e^{-\lambda_{n} t} .
\end{align*}
$$

It follows

$$
\begin{align*}
{[u(\cdot, 0), 1] } & =1=\left[\delta_{p}, 1\right] \\
{[u(\cdot, 0), x] } & =p=\left[\delta_{p}, x\right]  \tag{4.3.14}\\
{\left[u(\cdot, 0), w X_{n}\right] } & =w(p) X_{n}(p)=\left[\delta_{p}, w X_{n}\right] .
\end{align*}
$$

Because $\left\{1, x,\left\{w X_{n}\right\}_{n \geq 0}\right\}$ is also a basis of $H_{0}$ it follows

$$
[u(\cdot, 0), \phi]=\left[\delta_{p}, \phi\right], \quad \forall \phi \in H_{0}
$$

i.e. $u(\cdot, 0)=\delta_{p} \in H$, i.e. $u$ satisfies the condition 4.3.6).

Finally, from 4.3.13 we have

$$
\begin{align*}
{\left[u_{t}, 1\right] } & =0=\left[u, L^{*}(1)\right] \\
{\left[u_{t}, x\right] } & =0=\left[u, L^{*}(x)\right]  \tag{4.3.15}\\
{\left[u_{t}, w X_{n}\right] } & =w(p) X_{n}(p)\left(-\lambda_{n}\right) e^{-\lambda_{n} t}=-\lambda_{n}\left[u, w X_{n}\right]=\left[u, L^{*}\left(w X_{n}\right)\right]
\end{align*}
$$

Because $L^{*}$ is linear and $\left\{1, x,\left\{w X_{n}\right\}_{n \geq 0}\right\}$ is also a basis of $H_{0}$ it follows

$$
\left[u_{t}, \phi\right]=\left[u, L^{*}(\phi)\right], \quad \forall \phi \in H_{0}
$$

i.e. $u$ satisfies the condition 4.3.7).

Therefore, $u$ is a solution of the Fokker-Planck equation associated with the WF model.
We can easily see that this solution is unique. In fact, assume that $u_{1}, u_{2}$ are two solutions of the Fokker- Planck equation associated with the WF model. Then $u=u_{1}-u_{2}$ satisfies

$$
\begin{aligned}
u_{t} & =L u \text { in }(0,1) \times(0, \infty), \\
u(x, 0) & =0 \text { in }(0,1) \\
{\left[u_{t}, \phi\right] } & =\left[u, L^{*} \phi\right], \forall \phi \in H_{0} .
\end{aligned}
$$

It follows

$$
\begin{aligned}
{\left[u_{t}, 1\right] } & =\left[u, L^{*}(1)\right]=0 \\
{\left[u_{t}, x\right] } & =\left[u, L^{*}(x)\right]=0, \\
{\left[u_{t}, w X_{n}\right] } & =\left[u, L^{*}\left(w X_{n}\right)\right]=-\lambda_{n}\left[u, w X_{n}\right] .
\end{aligned}
$$

Therefore

$$
\begin{aligned}
{[u, 1] } & =[u(\cdot, 0), 1]=0 \\
{[u, x] } & =[u(\cdot, 0), x]=0 \\
{\left[u, w X_{n}\right] } & =\left[u(\cdot, 0), w X_{n}\right] e^{-\lambda_{n} t}=0
\end{aligned}
$$

Because $\left\{1, x,\left\{w X_{n}\right\}_{n \geq 0}\right\}$ is also a basis of $H_{0}$ it follows $u=0 \in H$.
Corollary 4.11. 1. The global solution accumulates at boundaries $\{0,1\}$.
2. As $t \rightarrow \infty$ the global solution becomes flat in $(0,1)$ but blows up on the boundaries and

$$
\lim _{t \rightarrow \infty} u(x, t)=(1-p) \delta_{0}(x)+p \delta_{1}(x)
$$

Remark 4.12. It is easy to see that

$$
f(0, t)=\frac{1}{2} \int_{0}^{t} u_{1}(0, s) d s
$$

and

$$
g(1, t)=\frac{1}{2} \int_{0}^{t} u_{1}(1, s) d s
$$

These show that values at boundaries can be calculated by the boundary flux, which will be made precise in Chapter 5.

The above solution is a continuous deformation from $\delta_{p}(x)$ to $p \delta_{1}(x)+(1-p) \delta_{0}(x)$ in time from 0 to $\infty$. For having a imagination of behavior of the new solution in time $t$ we construct a sequence $\left\{u_{m}(x, t)\right\}_{m \geq 0}$ satisfying

$$
\begin{align*}
u_{m}(x, t)= & \sum_{i=0}^{m} c_{i} X_{i}(x) e^{-\lambda_{i} t} \\
& +\left\{1-p+\sum_{i=0}^{m} c_{i}\left(-\frac{1}{2}\right) e^{-\lambda_{i} t}\right\} \frac{m}{\sqrt{2 \pi}} e^{-x^{2} m^{2} / 2}  \tag{4.3.16}\\
& +\left\{p+\sum_{i=0}^{m} c_{i}\left(\frac{(-1)^{i+1}}{2}\right) e^{-\lambda_{i} t}\right\} \frac{m}{\sqrt{2 \pi}} e^{-(1-x)^{2} m^{2} / 2}
\end{align*}
$$

It is easy to prove that $u_{m}$ pointwisely converges to $u$ as $m \rightarrow \infty$. Therefore, we can figure this behavior by, for example, Mathematica as follows

```
w[x_]:= x (1 - x)
X[m_, x_]:= GegenbauerC[m, 3/2, 1-2 x]
c[m_]:= 8 w[p] X[m, p] (m + 3/2)/{(m + 1) (m + 2) }
ld[m_]:= (m + 1) (m + 2)/2
u1[m_, x_, t_] :=Sum[c[i] X[i, x] Exp[-(i+1)(i+2) t/2],{i,0,m}]
f[n_, x_] := n/Sqrt[2 Pi] Exp[-x^2 n^2/2]
g[n_, x_] := n/Sqrt[2 Pi] Exp[-(x - 1) ^2 n^2/2]
u2[m_, x_ , t_] :={1-p+Sum[c[i] (-1/2) Exp[-(i+1)(i+2) t/2],{i,0,m}]}f[m, x]
u3[m_, x_ , t_] ]:={p+Sum[c[i] (-1)^{i+1}1/2 Exp[-(i+1)(i+2)t/2],{i,0,m}]}g[m,x]
u[m_, x_, t_] := u1[m, x, t] + u2[m, x, t] + u3[m, x, t]
Plot3D[u[50, x, t] /. p -> .4, {x, 0, 1}, {t, .01, 20}]
```


### 4.4. Applications of the global solution

In this section we spell out some applications of this global solution. With the solution received, we can immediately obtain almost all information of the evolution of the


Figure 4.2 Behavior of the global solution from $\delta_{p}$ to $p \delta_{1}+(1-p) \delta_{0}$ in time with $p=0.4$.
process $\left(X_{t}\right)_{t \geq 0}$ such as probabilities of fixation, probability of coexistence, probability of heterogeneity, $k^{\text {th }}$-moments, the absorption time as well as the distribution at absorption time. We detail them here.

### 4.4.1. Probabilities of fixation and Probability of coexistence of two alleles

The probability of fixation of $A_{2}$ allele (the loss probability of $A_{1}$ allele) is

$$
\begin{aligned}
\mathbb{P}\left(X_{t}=0 \mid X_{0}=p\right) & =\int_{\{0\}} u(x, t) d \mu(x)=u_{0}(0, p, t) \\
& =1-p+\sum_{m=0}^{\infty} c_{m} a_{m, 0} e^{-\lambda_{m} t} \\
& =1-p-\frac{1}{2} \sum_{m=0}^{\infty} \frac{8 w(p) X_{m}(p)(m+3 / 2)}{(m+1)(m+2)} e^{-\lambda_{m} t} .
\end{aligned}
$$

The probability of fixation of $A_{1}$ allele (the lost probability of $A_{2}$ allele) is

$$
\begin{aligned}
\mathbb{P}\left(X_{t}=1 \mid X_{0}=p\right) & =\int_{\{1\}} u(x, t) d \mu(x)=u_{0}(1, p, t) \\
& =p+\sum_{m=0}^{\infty} c_{m} a_{m, 1} e^{-\lambda_{m} t} \\
& =p-\frac{1}{2} \sum_{m=0}^{\infty}(-1)^{m} \frac{8 w(p) X_{m}(p)(m+3 / 2)}{(m+1)(m+2)} e^{-\lambda_{m} t} .
\end{aligned}
$$

The probability of coexistence of two alleles $A_{1}, A_{2}$ is

$$
\begin{aligned}
\mathbb{P}\left(X_{t} \in(0,1) \mid X_{0}=p\right) & =\int_{(0,1)} u(x, t) d \mu(x) \\
& =\sum_{m=0}^{\infty} c_{m} \int_{0}^{1} X_{m}(x) d x e^{-\lambda_{m} t} \\
& =\sum_{m=0}^{\infty} c_{2 m} e^{-\lambda_{2 m} t} \\
& =\sum_{m=0}^{\infty} \frac{8 w(p) X_{2 m}(p)(2 m+3 / 2)}{(2 m+1)(2 m+2)} e^{-\lambda_{2 m} t}
\end{aligned}
$$

Remark 4.13. We note that after a large enough number of generation $(t \rightarrow \infty)$, one allele will disappear, the other will remain fixed, and the population becomes homozygous with $\mathbb{P}\left(X_{\infty}=1 \mid X_{0}=p\right)=p$ and $\mathbb{P}\left(X_{\infty}=0 \mid X_{0}=p\right)=1-p$. Below, we will prove that, this phenomenon of homozygosity happens in a finite number of generations.

For more detail, we consider the behavior of these probabilities with different initial frequency distributions $p=0.3$ and $p=0.5$ as follows


Figure 4.3 Behavior of the probability of fixation and coexistence with $p=0.3$


Figure 4.4 Behavior of the probability of fixation and coexistence with $p=0.5$

Remark 4.14. (i) $\mathbb{P}\left(X_{t} \in[0,1] \mid X_{0}=p\right)=\mathbb{P}\left(X_{t}=0 \mid X_{0}=p\right)+\mathbb{P}\left(X_{t}=1 \mid X_{0}=p\right)+$ $\mathbb{P}\left(X_{t} \in(0,1) \mid X_{0}=p\right)=1 ;$
(ii) $\mathbb{P}\left(X_{t}=0 \mid X_{0}=p\right)$ increase quickly in $t \in(0,5)(10 N$ generations) from 0 and then asymptotically slowly to $1-p$;
(iii) $\mathbb{P}\left(X_{t}=1 \mid X_{0}=p\right)$ increase quickly in $t \in(0,5)$ ( $10 N$ generations) from 0 and then asymptotically slowly to $p$;
(iv) When $p=0.5, \mathbb{P}\left(X_{t}=0 \mid X_{0}=p\right)=\mathbb{P}\left(X_{t}=1 \mid X_{0}=p\right)$.

### 4.4.2. Loss of heterozygosity

The probability of heterozygosity is

$$
\begin{aligned}
H_{t} & =\int_{[0,1]} 2 x(1-x) u(x, t) d \mu(x) \\
& =2\left(u_{\text {loc }}, w X_{0}\right) \quad \text { because } w \text { vanishes on boundary } \\
& =2\left(\sum_{m \geq 0} c_{m} X_{m} e^{-\lambda_{m} t}, w X_{0}\right) \\
& =2\left(c_{0} X_{0} e^{-\lambda_{0} t}, w X_{0}\right) \quad \text { because } X_{m} \text { are orthogonal } \\
& =2 w(p) X_{0}(p) e^{-t} \\
& =H_{0} e^{-t} .
\end{aligned}
$$

This shows that heterozygosity decreases exactly at the rate $\frac{1}{2 N}$ per generation.

### 4.4.3. $k^{\text {th }}$-moments

By induction, it is easy to prove that

$$
\int_{0}^{1} x^{k} X_{m-1}(x) d \mu(x)=(-1)^{m} \frac{1}{2}\left\{\frac{(k-1) \ldots(k-m)}{(n+1) \ldots(k+m)}-1\right\}
$$

Therefore, the $k^{t h}$-moment is

$$
\begin{aligned}
m_{k}(t) & =\left[u, x^{k}\right]_{1} \\
& =\sum_{m=0}^{\infty} c_{m}\left(\int_{0}^{1} x^{k} X_{m}(x) d x\right) e^{-\lambda_{m} t}+\left(p+\sum_{m=0}^{\infty} c_{m} a_{m, 1} e^{-\lambda_{m} t}\right) \\
& =p+\sum_{i=1}^{\infty} c_{i-1}\left(\int_{0}^{1} x^{k} X_{i-1}(x) d x+a_{i-1,1}\right) e^{-\lambda_{i-1} t} \\
& =p+\sum_{i=1}^{\infty} \frac{2(2 i+1)}{i(i+1)} p(1-p)(-1)^{i} X_{i-1}(p) \frac{(k-1) \ldots(k-i)}{(k+1) \ldots(k+i)} e^{-\frac{i(i+1)}{2} t} .
\end{aligned}
$$

This result of the $k^{t h}$-moment is consistent with the Kimura's one in ([43]).

### 4.4.4. Absorption time and the distribution at absorption time

We denote by $T_{2}^{1}(p)=\inf \left\{t>0: X_{t} \in V_{0} \mid X_{0}=p\right\}$ the first time of population having 1 allele. $T_{2}^{1}(p)$ is a continuous random variable valued in $[0, \infty)$ and we call $\phi(t, p)$ its probability density function. It is easy to see that $V_{0}$ is invariant (absorption set) under the process $X_{t}$, i.e. if $X_{s} \in V_{0}$ then $X_{t} \in V_{0}$ for all $t \geq s$. We have the identity

$$
\mathbb{P}\left(T_{2}^{1}(p) \leq t\right)=\mathbb{P}\left(X_{t} \in V_{0} \mid X_{0}=p\right)=u_{0}(0, p, t)+u_{0}(1, p, t)
$$

It follows that

$$
\phi(t, p)=\frac{\partial}{\partial t}\left(u_{0}(0, p, t)+u_{0}(1, p, t)\right) .
$$

Therefore the expectation of absorption time having 1 allele is

$$
\begin{aligned}
\mathbb{E}\left(T_{2}^{1}(p)\right) & =\int_{0}^{\infty} t \phi(t, p) d t \\
& =\int_{0}^{\infty} t \frac{\partial}{\partial t}\left(u_{0}(0, p, t)+u_{0}(1, p, t)\right) d t \\
& =\sum_{m=0}^{\infty}\left(-\lambda_{m}\right) c_{m}\left(a_{m, 0}+a_{m, 1}\right)\left(\int_{0}^{\infty} t e^{-\lambda_{m} t} d t\right) \\
& =-\sum_{m=0}^{\infty} \frac{1}{\lambda_{m}} c_{m}\left(a_{m, 0}+a_{m, 1}\right) \\
& =\sum_{m=0}^{\infty} \frac{1}{\lambda_{2 m}} c_{2 m} \\
& =16 p(1-p) \sum_{m=0}^{\infty} \frac{(2 m+3 / 2)}{(2 m+1)^{2}(2 m+2)^{2}} X_{2 m}(p)
\end{aligned}
$$

and the second moment of absorption time having 1 allele is

$$
\begin{align*}
\mathbb{E}\left(T_{2}^{1}(p)\right)^{2} & =\int_{0}^{\infty} t^{2} \phi(t, p) d t \\
& =\int_{0}^{\infty} t^{2} \frac{\partial}{\partial t}\left(u_{0}(0, p, t)+u_{0}(1, p, t)\right) d t \\
& =\sum_{m=0}^{\infty}\left(-\lambda_{m}\right) c_{m}\left(a_{m, 0}+a_{m, 1}\right)\left(\int_{0}^{\infty} t^{2} e^{-\lambda_{m} t} d t\right) \\
& =-\sum_{m=0}^{\infty} \frac{2}{\lambda_{m}^{2}} c_{m}\left(a_{m, 0}+a_{m, 1}\right)  \tag{4.4.1}\\
& =\sum_{m=0}^{\infty} \frac{2}{\lambda_{2 m}^{2}} c_{2 m} \\
& =64 p(1-p) \sum_{m=0}^{\infty} \frac{(2 m+3 / 2)}{(2 m+1)^{3}(2 m+2)^{3}} X_{2 m}(p)
\end{align*}
$$

We also know that $\mathbb{E}\left(T_{2}^{1}(p)\right)$ is the unique solution of the following boundary value problem in one dimension:

$$
\left\{\begin{array}{l}
L_{1}^{*} v=-1, \text { in }(0,1) \\
v(0)=v(1)=0
\end{array}\right.
$$

This can be solved easily to obtain

$$
\mathbb{E}\left(T_{2}^{1}(p)\right)=-2\{p \ln (p)+(1-p) \ln (1-p)\}
$$

It also show that the phenomenon of homozygosity happen in a finite number of generations.

Remark 4.15. To check that two expectation results are the same, we use Mathematica as follows

```
X[m_, x_]:=GegenbauerC[m,3/2,1-2 x]
c[m_, p_]:=16 p(1-p)(2 m +3/2)/{(2 m+1)^2(2 m+2)^2}
f[p_] := -2 p Log[p] - 2 (1 - p) Log[1 - p]
Plot[{Sum[c[m,p] X[2 m,p],{m,0,200}],f[p]},{p,0.1,0.9},AxesOrigin->{0,0}]
```



Figure 4.5 Comparison results of expectation of the absorption time.

We note that $X_{T_{2}^{1}(p)}$ is a $\{0,1\}$ valued random variable. Due to the attraction of boundary $\{0,1\}$, it is easy to show that its distribution is the same as the distribution of $X_{\infty}$ :

$$
\mathbb{P}\left(X_{T_{2}^{1}(p)}=1\right)=\mathbb{P}\left(X_{\infty}=1 \mid X_{0}=p\right)=p
$$

and

$$
\mathbb{P}\left(X_{T_{2}^{1}(p)}=0\right)=\mathbb{P}\left(X_{\infty}=0 \mid X_{0}=p\right)=1-p
$$
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In this chapter, we systematically consider methods for solving the Kolmogorov equations of the general diffusion models, derived from general WF models. We shall construct a proper probability density function on $S_{n}$ (the global solution). Results are also given for a wide range of other quantities of interest.

### 5.1. Motivation

Until the publication of the paper by Kimura in 1955 ([43), the theoretical treatment of the problem of the random genetic drift was confined so far to the case of two-allele. This restriction, however, seems to be unnatural and undesirable in some cases.

In 1955, Kimura ${ }^{11}$ found out the asymptotic local solution for $n$ alleles at time having exact $k$ alleles. In 1956, he found out $\operatorname{l}^{2}$ the exact local solution for 3 -alleles, however his method is not easy to generalize to the case of $n$-alleles.

By using a system of polynomials bi-orthogonal to Appel's polynomials, in 1975, Littler and Fackerel ${ }^{3}$ solved locally the problem of KBE to the general WF model.

Another approach is due to Baxter, Blythe, McKand ${ }^{4}$ in 2007 by using the method of change of variables to KFE. They obtained the local solution as product of Jacobi polynomials.

From the essential properties of the diffusion process, we define a new solution (global solution) which is not necessary bounded at boundary but satisfies both Fokker-Planck equation and the condition of moments (5.3.10) (65]). With this new definition, we can prove that there is such a unique solution (see Theorem 5.19). J. Hofrichter's hierarchichal product and boundary then allow the more precise definition of the global solution and yield a more transparent proof (Definition 5.7 and Section 5.3.5.). Finally, we can easily calculate information of the continuous process due to this global solution.

One interesting property is that some statistical quantities of interest are solutions of a singular elliptic second order linear equation with discontinuous (or incomplete) boundary values. A lot of papers, textbooks have used this property to find those quantities ([16, 24]). However, the uniqueness of these problems have not been proved. Littler, in his PhD thesis in 1975 ( 52 ), took up the uniqueness problem but his proof, in my view, is not rigorous. We shall formulate two different ways to prove the uniqueness rigorously. The first way is the approximation method (Lemma 5.25). The second way is the blow-up method which is conducted by J. Hofrichter ([34).

[^5]
### 5.2. The local solution to the general diffusion model

In this section, we review some methods used to find out the local solutions of the Kolmogorov equations derived from the general diffusion model. These local solutions defined until the first absorption time are "improper" probability density functions of a diffusion process on $V_{n}$.

The Kolmogorov forward equation (Fokker-Planck equation) reads as

$$
\begin{equation*}
\frac{\partial u(\mathbf{x}, t)}{\partial t}=\sum_{i, j=1}^{n} \frac{1}{2} \frac{\partial^{2}}{\partial x^{i} \partial x^{j}}\left(x^{i}\left(\delta_{i j}-x^{j}\right) u(\mathbf{x}, t)\right), \quad \mathbf{x} \in V_{n}, 0<t<\infty \tag{5.2.1}
\end{equation*}
$$

with the initial condition

$$
u(\mathbf{x}, 0)=\delta_{\mathbf{p}}(\mathbf{x})
$$

and the bounded boundary condition.
The Kolmogorov backward equation is of the form

$$
\begin{equation*}
\frac{\partial u(\mathbf{p}, t)}{\partial t}=\sum_{i, j=1}^{n} \frac{1}{2} p^{i}\left(\delta_{i j}-p^{j}\right) \frac{\partial^{2} u(\mathbf{p}, t)}{\partial p^{i} \partial p^{j}}, \quad \mathbf{p} \in V_{n}, 0<t<\infty \tag{5.2.2}
\end{equation*}
$$

with the initial condition

$$
u(\mathbf{p}, 0)=\delta_{\mathbf{x}}(\mathbf{p})
$$

and the vanishing boundary condition.

### 5.2.1. Kimura's local solutions

In 1955, Kimura found out an asymptotic estimate for local solution. Moreover, he proved the following important asymptotic result:

Theorem 5.1 (Kimura, 1955). Assume we start from a population which contains $m$ alleles, say $A_{1}, A_{2}, \cdots, A_{m}$ with frequencies $p^{1}, p^{2}, \cdots, p^{m}$ respectively $\left(\sum_{i=1}^{m} p^{i}=1\right)$, the probability density that it contains $k$ of them, say $A_{1}, A_{2}, \cdots, A_{k}$ with respective frequencies $x^{1}, x^{2}, \cdots, x^{k}\left(\sum_{i=1}^{k} x^{i}=1\right)$ in the $t^{\text {th }}$ generation is given asymptotically by

$$
\phi_{1,2, \ldots, k}\left(x^{1}, x^{2}, \cdots, x^{k-1} \mid p^{1}, p^{2}, \cdots, p^{m-1}, t\right) \sim(2 k-1)!\left(\prod_{j=1}^{k} p^{i_{j}}\right) e^{-\frac{k(k-1) t}{4 N}}
$$

where $k \leq m$. In the case $k=m=n+1$ we have the local asymptotic solution

$$
u_{l o c}(\mathbf{x} \mid \mathbf{p}, t) \sim(2 n+1)!\left(\prod_{j=1}^{n+1} p^{j}\right) e^{-\frac{n(n+1) t}{4 N}}
$$

Remark 5.2. This indicates that as the number of coexisting alleles increases, the rate by which that state is eliminated increases with rapid progression. In this sense, random drift might be effective in keeping down the number of coexisting alleles in the population.

Next, in 1956, Kimura gave out the local exact solution for three alleles by using a transformation of variables

$$
x=\rho(1-\xi) \quad \text { and } y=\rho \xi \quad(0 \leq \rho, \xi \leq 1)
$$

which makes the problem KFE become separable.

Theorem 5.3 (Kimura, 1956). In the case of three alleles, the local solution can be represented by

$$
\begin{aligned}
u_{l o c}(x, y \mid p, q, t)= & \sum_{m \geq 0} \sum_{j \geq 0} c(m, j)(1-z)^{m} T_{m}^{1}\left(\frac{x-y}{1-z}\right) \\
& \times J_{j}(2 m+5,2 m+4,1-z) e^{-\frac{(j+m+2)(j+m+3)}{4 N} t},
\end{aligned}
$$

where

$$
z=1-x-y, \quad T_{m}^{1}, J_{j} \text { are Gegenbauer and Jacobi polynomials, }
$$

and

$$
\begin{aligned}
C(m, j)= & \frac{4(j+2 m+3)!(j+2 m+4)!(2 j+2 m+5)}{j!(j+1)!(m+1)(m+2)(2 m+2)!(2 m+3)!} p q r(1-r)^{m} \\
& \times T_{m}^{1}\left(\frac{p-q}{1-r}\right) J_{j}(2 m+5,2 m+4,1-r),
\end{aligned}
$$

with $r=1-p-q$.

Remark 5.4. He stated in this paper that his transformation can solve the general case.

### 5.2.2. Littler and Fackerell's local solutions

In 1975, Littler and Fackerell solved the problem of KBE.

$$
\begin{cases}\frac{\partial u(\mathbf{x}, \mathbf{p}, t)}{\partial t} & =L_{n}^{*} u(\mathbf{x}, \mathbf{p}, t), \quad \text { in } V_{n},  \tag{5.2.3}\\ u(\mathbf{x}, \mathbf{p}, t) & =0 \text { for } \mathbf{p} \in \partial V_{n}, \\ u(\mathbf{x}, \mathbf{p}, 0) & =\prod_{i=1}^{n} \delta\left(x^{i}-p^{i}\right) .\end{cases}
$$

Theorem 5.5 (Littler \& Fackerell, 1975). The problem (5.2.3) has a unique local solution given by

$$
\begin{aligned}
u_{l o c}(\mathbf{x}, \mathbf{p}, t) & =\sum_{\boldsymbol{\alpha} \in \mathbb{N}_{0}^{n-1}} c_{n, \boldsymbol{\alpha}} p^{1} \ldots p^{n} \times \mathcal{F}_{\boldsymbol{\alpha}}(2 n-1 ; 2, \ldots, 2 ; \mathbf{p}) \\
& \times \mathcal{E}_{\boldsymbol{\alpha}}(2 n-1 ; 2, \ldots, 2 ; \mathbf{x}) e^{-\frac{1}{2}(|\boldsymbol{\alpha}|+n-1)(|\boldsymbol{\alpha}|+n) t}
\end{aligned}
$$

where

$$
c_{n, \boldsymbol{\alpha}}=((2 n-1)+2|\boldsymbol{\alpha}|)\left(\alpha^{1}+1\right) \ldots\left(\alpha^{n-1}+1\right)(|\boldsymbol{\alpha}|+2)_{2 n-3},
$$

and $\mathcal{F}_{\boldsymbol{\alpha}}, \mathcal{E}_{\boldsymbol{\alpha}}$ are a bi-orthogonal system on $V_{n-1}$

On $V_{k}$, we may find a bi-orthogonal system for the weighted function

$$
w\left(x^{1}, \ldots, x^{k}\right)=\left(x^{1}\right)^{\gamma^{1}-1} \ldots\left(x^{k}\right)^{\gamma^{k}-1}\left(1-x^{1}-\ldots-x^{k}\right)^{\alpha-\gamma^{1}-\ldots-\gamma^{k}}
$$

by defining

$$
\begin{aligned}
& \mathcal{F}_{m^{1}, \ldots, m^{k}}\left(\alpha, \gamma^{1}, \ldots, \gamma^{k} ; x^{1}, \ldots, x^{k}\right)=\frac{\left[w\left(x^{1}, \ldots, x^{k}\right)\right]^{-1}}{\left(\gamma^{1}\right)_{m^{1}} \ldots\left(\gamma^{k}\right)_{m^{k}}} \times \\
& \frac{\partial^{m^{1}+\ldots+m^{k}}}{\partial\left(x^{1}\right)^{m^{1}} \ldots \partial\left(x^{k}\right)^{m^{k}}}\left\{w\left(x^{1}, \ldots, x^{k}\right)\left(x^{1}\right)^{m^{1}} \ldots\left(x^{k}\right)^{m^{k}}\left(1-x^{1}-\ldots-x^{k}\right)^{m^{1}+\ldots+m^{k}}\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
& \mathcal{E}_{m^{1}, \ldots, m^{k}}\left(\alpha, \gamma^{1}, \ldots, \gamma^{k} ; x^{1}, \ldots, x^{k}\right)= \\
& \quad F_{A}\left(\alpha+m^{1}+\ldots+m^{k},-m^{1}, \ldots,-m^{k}, \gamma^{1}, \ldots, \gamma^{k} ; x^{1}, \ldots, x^{k}\right)
\end{aligned}
$$

is the Lauricella's generalized hypergeometric function.

### 5.2.3. Baxter, Blythe, and McKane's local solutions

In 2007, Baxter, Blythe, and McKane ([16]) used the method of change of variables to find out the local solutions. This method makes the equation separable, and therefore reduces the local problem with an arbitrary number of alleles to the two-allele case. One advantage of this change is that it can be applied to the Kolmogorov equation with the effect of mutation satisfying the condition that the mutation matrix has equal entries in each row.

The change of variables are as follows

$$
\begin{equation*}
y^{1}=x^{1}, \quad y^{i}=\frac{x^{i}}{1-\sum_{j<i} x^{j}}, \quad i=2, \cdots, n-1 \tag{5.2.4}
\end{equation*}
$$

with the inverse transformation

$$
\begin{equation*}
x^{1}=y^{1}, \quad x^{i}=y^{i} \prod_{j<i}\left(1-x^{i}\right), \quad i=2, \cdots, n-1 . \tag{5.2.5}
\end{equation*}
$$

Theorem 5.6 (Baxter, Blythe \& McKane, 2007). The problem to KFE has a unique local solution given by

$$
u_{l o c}(\mathbf{x}, \mathbf{p}, t)=\prod_{i=1}^{n-1}\left(1-x^{1}-\cdots-x^{i}\right)^{-1} v(\mathbf{y}, \mathbf{q}, t)
$$

where $\mathbf{y}, \mathbf{q}$ are changed variables of $\mathbf{x}, \mathbf{p}$ after the transformation of coordinates, and $v$ is the new probability density function with respect to these new coordinates.

$$
v(\mathbf{y}, \mathbf{q}, t)=\sum_{\lambda^{(n)}} w(\mathbf{q}) \phi_{\lambda^{(n)}}(\mathbf{q}) \phi_{\lambda^{(n)}}(\mathbf{y}) e^{-\lambda^{(n)} t}
$$

where the sum is for every $\left(l_{1}, \ldots, l_{n}\right) \in \mathbb{N}_{0}^{n}$

$$
\begin{aligned}
& L_{i}=\sum_{j \leq i}\left(l_{j}+1\right) \\
& \lambda^{(i)}=\frac{L_{i}\left(L_{i}+1\right)}{2} \\
& \phi_{\lambda^{(n)}}(\mathbf{y})=\prod_{i=1}^{n} \psi_{\lambda^{(n+1-i)}, \lambda^{(n-i)}}\left(y^{i}\right) \\
& =
\end{aligned} \prod_{i=1}^{n}\left(1-y^{i}\right)^{L_{i-1}} P_{l}^{\left(1,2 \gamma_{i}+1\right)}\left(1-2 y^{i}\right), ~ l
$$

### 5.3. The global solution to the general diffusion model

In this section, we construct the global solution of the general WF model. The existence and uniqueness of this solution will be proved (Theorem 5.19). From this solution, we will have a lot of information of the considered process.

### 5.3.1. Preliminaries

This subsection is devoted to construct the space on which the global solutions lie and the way to integrate these solutions.

We denote by $H_{n}=C^{\infty}\left(\overline{V_{n}}\right)=C^{\infty}\left(S_{n}\right)$,

$$
H=\left\{u=\sum_{k=0}^{n} u_{k} V_{k}=\sum_{k=0}^{n} \sum_{\left(i_{0}, \ldots, i_{k}\right) \in I_{k}} u_{k}^{\left(i_{0}, \ldots, i_{k}\right)} \chi_{V_{k}^{\left(i i_{0}, \ldots, i_{k}\right)}}, \text { for } u_{k}^{\left(i_{0}, \ldots, i_{k}\right)}(\cdot, t) \in H_{n}\right\}
$$

We define a measure $\mu$ on the measurable space $\left(S_{n}, \mathcal{B}\left(S_{n}\right)\right)$ and the integration as follows

$$
\int_{A} u(\mathbf{x}, t) d \mu(\mathbf{x})=\sum_{k=1}^{n} \sum_{\left(i_{0}, \ldots, i_{k}\right) \in I_{k}} \int_{A \cap V_{k}^{\left(i_{0}, \ldots, i_{k}\right)}} u_{k}^{\left(i_{0}, \ldots, i_{k}\right)}(\mathbf{x}, t) d \mu_{k}(\mathbf{x})+\sum_{i=0}^{n} \chi_{A \cap e^{i} u_{0}\left(e^{i}, t\right), ., ~}^{\text {, }}
$$

where $A$ is a Borel subset in $S_{n}$. We also denote by

Definition 5.7. The global solution will be defined by the hierarchical product, which is given by J. Hofrichter ([34], Chapter 4).

$$
\begin{aligned}
{[u, \phi]_{n} } & =\int_{S_{n}} u(\mathbf{x}, t) d \mu(\mathbf{x}) \\
& =\sum_{k=1}^{n} \sum_{\left(i_{0}, \ldots, i_{k}\right) \in I_{k}} \int_{V_{k}^{\left(i_{0}, \ldots, i_{k}\right)}} u_{k}^{\left(i_{0}, \ldots, i_{k}\right)}(\mathbf{x}, t) \phi_{\mid V_{k}^{\left(i_{0}, \ldots, i_{k}\right)}}(\mathbf{x}) d \mu_{k}(\mathbf{x})+\sum_{i=0}^{n} u_{0}\left(e^{i}, t\right) \phi\left(e^{i}\right) .
\end{aligned}
$$

We will prove this is a well-defined, i.e. $[u, \phi]_{n}=0, \forall \phi$ if and only if $u=0$. In fact, we have the following lemma

Lemma 5.8. $[u, \phi]_{n}=0, \forall \phi$ if and only if $u=0$.

Proof. Do the same as in Chapter 4, using the complete basis of eigenvectors we will have $u_{k}=0$ with $k$ decreases from $n$ to 0.

Therefore we can define the integration

$$
\int_{A} u(\mathbf{x}) \phi(\mathbf{x}) \mu(d \mathbf{x}):=\left(u, \chi_{A} \phi\right)=\sum_{k=0}^{n} \sum_{\left(i_{0}, \ldots, i_{k}\right) \in I_{k}} \int_{A \cap V_{k}^{\left(i_{0}, \ldots, i_{k}\right)}} u_{k}^{\left(i_{0}, \ldots, i_{k}\right)}(\mathbf{x}) \phi(x) \mu(d \mathbf{x})
$$

where $A$ is a Borel subset in $\Omega$.
Remark 5.9. We will see that the $\alpha^{t h}$-moment corresponding to the probability density function $u$ will be $\left[u, \mathbf{x}^{\alpha}\right]_{n}$.

### 5.3.2. Eigenvalues and eigenvectors of operators $L_{n}$ and $L_{n}^{*}$

Below, we formulate some facts on eigenvalues and eigenvectors of the operator $L_{n}$ and its dual $L_{n}^{*}$, which will be used in the proof of the existence and uniqueness of the global solution.

Proposition 5.10. For each $1 \leq k \leq n, m \geq 0,|\alpha|=\alpha^{1}+\cdots+\alpha^{k}=m$, the $m$-degree polynomial of $k$-variables $x=\left(x^{i_{1}}, \ldots, x^{i_{k}}\right)$ in $\overline{V_{k}^{\left(i_{0}, \ldots, i_{k}\right)}}$

$$
\begin{equation*}
X_{m, \alpha}^{(k)}(x)=x^{\alpha}+\sum_{|\beta|<m} a_{m, \beta}^{(k)} x^{\beta} \tag{5.3.1}
\end{equation*}
$$

where $a_{m, \beta}^{(k)}$ is defined inductively as

$$
a_{m, \beta}^{(k)}=-\frac{\sum_{i=1}^{k}\left(\beta_{i}+2\right)\left(\beta_{i}+1\right) a_{m, \beta+e_{i}}^{(k)}}{(m-|\beta|)(m+\beta+2 k+1)}, \forall|\beta|<m,
$$

is the eigenvector of $L_{k}^{\left(i_{0}, \ldots, i_{k}\right)}$ corresponding to the eigenvalue $\lambda_{m}^{(k)}$.

Proof. This is easy to see by putting (5.3.1) into

$$
L_{k}^{\left(i_{0}, \ldots, i_{k}\right)} X_{m, \alpha}^{(k)}(x)=-\lambda_{m}^{(k)} X_{m, \alpha}^{(k)}(x),
$$

and equalization of coefficients.

Remark 5.11. When $k=1$, it is easy to see that $X_{m, m}^{(1)}\left(x^{1}\right)$ is the $m^{t h}$-Gegenbauer polynomial (up to a constant). Thus, these polynomials can be understood as a generalization of the Gegenbauer polynomials to higher dimensions.

Proposition 5.12. Denote $w_{k}^{\left(i_{0}, \ldots, i_{k}\right)}=x^{i_{0}} x^{i_{1}} \cdots x^{i_{k}}$ by the weighted functions in the space $V_{k}^{\left(i_{0}, \ldots, i_{k}\right)}$. Then, if $X \in \overline{V_{k}^{\left(i_{0}, \ldots, i_{k}\right)}}$ is an eigenvector of $L_{k}^{\left(i_{0}, \ldots, i_{k}\right)}$ corresponding to $\lambda$ then $w_{k}^{\left(i_{0}, \ldots, i_{k}\right)} X$ is also an eigenvector of $\left(L_{k}^{\left(i_{0}, \ldots, i_{k}\right)}\right)^{*}$ corresponding to $\lambda$.

Proof. If $X \in \overline{V_{k}^{\left(i_{0}, \ldots, i_{k}\right)}}$ is an eigenvector of $L_{k}^{\left(i_{0}, \ldots, i_{k}\right)}$ corresponding to $\lambda$, it follows

$$
\begin{aligned}
&-\lambda\left(w_{k}^{\left(i_{0}, \ldots, i_{k}\right)}(x) X\right)= \frac{1}{2} w_{k}^{\left(i_{0}, \ldots, i_{k}\right)}(x) \sum_{i, j \in\left\{i_{1}, \ldots, i_{k}\right\}} \frac{\partial^{2}}{\partial x^{i} \partial x^{j}}\left(x^{i}\left(\delta_{i j}-x^{j}\right) X\right) \\
&= \frac{1}{2} w_{k}^{\left(i_{0}, \ldots, i_{k}\right)}(x) \sum_{i, j \in\left\{i_{1}, \ldots, i_{k}\right\}}\left(x^{i}\left(\delta_{i j}-x^{j}\right)\right) \frac{\partial^{2} X}{\partial x^{i} \partial x^{j}} \\
&+\frac{1}{2} w_{k}^{\left(i_{0}, \ldots, i_{k}\right)}(x) \sum_{i, j \in\left\{i_{1}, \ldots, i_{k}\right\}} \frac{\partial\left(x^{i}\left(\delta_{i j}-x^{j}\right)\right)}{\partial x^{i}} \frac{\partial X}{\partial x^{j}} \\
&+\frac{1}{2} w_{k}^{\left(i_{0}, \ldots, i_{k}\right)}(x) \sum_{i, j=1}^{k} \frac{\partial\left(x^{i}\left(\delta_{i j}-x^{j}\right)\right)}{\partial x^{j}} \frac{\partial X}{\partial x^{i}} \\
&+\frac{1}{2} w_{k}^{\left(i_{0}, \ldots, i_{k}\right)}(x) \sum_{i, j \in\left\{i_{1}, \ldots, i_{k}\right\}} \frac{\partial^{2}\left(x^{i}\left(\delta_{i j}-x^{j}\right)\right)}{\partial x^{i} \partial x^{j}} X \\
&= \frac{1}{2} \sum_{i, j=1}^{k}\left(x^{i}\left(\delta_{i j}-x^{j}\right)\right)\left(w_{k}^{\left(i_{0}, \ldots, i_{k}\right)}(x) \frac{\partial^{2} X}{\partial x^{i} \partial x^{j}}\right) \\
&+\frac{1}{2} \sum_{j \in\left\{i_{1}, \ldots, i_{k}\right\}} w_{k}^{\left(i_{0}, \ldots, i_{k}\right)}(x)\left(1-(k-1) x^{j}\right) \frac{\partial X}{\partial x^{j}} \\
&+\frac{1}{2} \sum_{i \in\left\{i_{1}, \ldots, i_{k}\right\}} w_{k}^{\left(i_{0}, \ldots, i_{k}\right)}(x)\left(1-(k-1) x^{i}\right) \frac{\partial X}{\partial x^{i}} \\
&-\frac{k(k+1)}{2} w_{k}^{\left(i_{0}, \ldots, i_{k}\right)}(x) X \\
&= \frac{1}{2} \sum_{i, j \in\left\{i_{1}, \ldots, i_{k}\right\}}\left(x^{i}\left(\delta_{i j}-x^{j}\right)\right)\left(w_{k}^{\left(i_{0}, \ldots, i_{k}\right)}(x) \frac{\partial^{2} X}{\partial x^{i} \partial x^{j}}\right) \\
&+\frac{1}{2} \sum_{i, j \in\left\{i_{1}, \ldots, i_{k}\right\}}\left(x^{i}\left(\delta_{i j}-x^{j}\right)\right) \frac{\partial w_{k}^{\left(i_{0}, \ldots, i_{k}\right)}(x)}{\partial x^{i}} \frac{\partial X}{\partial x^{j}} \\
&=+\frac{1}{2} \sum_{i, j \in\left\{i_{1}, \ldots, i_{k}\right\}}^{\sum_{i, j \in\left\{i_{1}, \ldots, i_{k}\right\}}\left(x^{i}\left(\delta_{i j}-x^{j}\right)\right) \frac{\partial w_{k}^{\left(i_{0}, \ldots, i_{k}\right)}(x)}{\partial x^{j}} \frac{\partial X}{\partial x^{i}}} \\
&=\left(L_{k}^{\left(i_{0}, \ldots, i_{k}\right)}\right)^{*}\left(w_{k}^{\left(i_{0}, \ldots, i_{k}\right)}(x) X\right) . \\
&\left.\sum_{i, j \in\left\{i_{1}, \ldots, i_{k}\right\}}\left(x_{i j}^{i}-x^{j}\right)\right) \frac{\left.\partial^{2}\left(x_{i j}-x_{k}^{j}\right)\right) \frac{\partial^{2} w_{k}^{\left(i_{0}, \ldots, \ldots, i_{k}\right)}}{\left.\partial x_{k} \partial x^{j}\right)}(x)}{\partial x^{i} \partial x^{j}} X \\
&
\end{aligned}
$$

This completes the proof.

Proposition 5.13. Denoting $\nu$ by the exterior unit normal vector of the domain $V_{k}^{\left(i_{0}, \ldots, i_{k}\right)}$,
we have

$$
\begin{equation*}
\sum_{j \in\left\{i_{1}, \ldots, i_{k}\right\}} a_{i j} \nu^{j}=0, \quad \text { on } \partial V_{k}^{\left(i_{0}, \ldots, i_{k}\right)}, \quad \forall i \in\left\{i_{1}, \ldots, i_{k}\right\} . \tag{5.3.2}
\end{equation*}
$$

Proof. In fact, on the surface $\left(x^{s}=0\right)$, for some $s \in\left\{i_{1}, \ldots, i_{k}\right\}$ we have $\nu=-e_{s}$, it follows $\sum_{j \in\left\{i_{1}, \ldots, i_{k}\right\}} a_{i j} \nu^{j}=a_{i s}=x^{s}\left(\delta_{s i}-x^{i}\right)=0$. On the surface $\left(x^{i_{0}}=0\right)$ we have $\nu=\frac{1}{\sqrt{k}}\left(e_{i_{1}}+\ldots+e_{i_{k}}\right)$, it follows $\sum_{j \in\left\{i_{1}, \ldots, i_{k}\right\}} a_{i j} \nu^{j}=\frac{1}{\sqrt{k}} \sum_{j \in\left\{i_{1}, \ldots, i_{k}\right\}} a_{i j}=\frac{1}{\sqrt{k}} x^{i} x^{i_{0}}=0$. This completes the proof. This proof was conducted by J. Hofrichter, see also ([34]).

Proposition 5.14. $L_{k}^{\left(i_{0}, \ldots, i_{k}\right)}$ and $\left(L_{k}^{\left(i_{0}, \ldots, i_{k}\right)}\right)^{*}$ are weighted adjoins in $H_{k}^{\left(i_{0}, \ldots, i_{k}\right)}$, i.e.

$$
\left(L_{k}^{\left(i_{0}, \ldots, i_{k}\right)} X, w_{k}^{\left(i_{0}, \ldots, i_{k}\right)} Y\right)=\left(X,\left(L_{k}^{\left(i_{0}, \ldots, i_{k}\right)}\right)^{*}\left(w_{k}^{\left(i_{0}, \ldots, i_{k}\right)} Y\right)\right), \quad \forall X, Y \in H_{k}^{\left(i_{0}, \ldots, i_{k}\right)} .
$$

Proof. We denote by $F_{i}^{(k)}(x)=\sum_{j \in\left\{i_{1}, \ldots, i_{k}\right\}} \frac{\partial\left(a_{i j}(x) X(x)\right)}{\partial x^{j}}$. Because $w_{k}^{\left(i_{0}, \ldots, i_{k}\right)} Y \in$ $C_{0}^{\infty}\left(\bar{V}_{k}^{\left(i_{0}, \ldots, i_{k}\right)}\right)$ and the second Green formula, and the proposition 5.13) we have

$$
\begin{aligned}
& \left(L_{k}^{\left(i_{0}, \ldots, i_{k}\right)} X, w_{k}^{\left(i_{0}, \ldots, i_{k}\right)} Y\right)=\frac{1}{2} \sum_{i, j \in\left\{i_{1}, \ldots, i_{k}\right\}} \int_{\bar{V}_{k}^{\left(i_{0}, \ldots, i_{k}\right)}} \frac{\partial^{2}\left(a_{i j}(x) X(x)\right)}{\partial x^{i} \partial x^{j}} w_{k}^{\left(i_{0}, \ldots, i_{k}\right)}(x) Y(x) d x \\
& =\frac{1}{2} \sum_{i \in\left\{i_{1}, \ldots, i_{k}\right\}} \int_{\bar{V}_{k}^{\left(i_{0}, \ldots, i_{k}\right)}} \frac{\partial F_{i}^{(k)}(x)}{\partial x^{i}} w_{k}^{\left(i_{0}, \ldots, i_{k}\right)}(x) Y(x) d x \\
& =\frac{1}{2} \sum_{i \in\left\{i_{1}, \ldots, i_{k}\right\}_{\left.\partial V_{k}^{\left(i i_{0}\right.}, \ldots, i_{k}\right)}} F_{i}^{(k)}(x) \nu_{i} w_{k}^{\left(i_{0}, \ldots, i_{k}\right)}(x) Y(x) d o(x) \\
& -\frac{1}{2} \sum_{i \in\left\{i_{1}, \ldots, i_{k}\right\}} \int_{\bar{V}_{k}^{\left(i_{0}, \ldots, i_{k}\right)}} F_{i}^{(k)}(x) \frac{\partial\left(w_{k}^{\left(i_{0}, \ldots, i_{k}\right)}(x) Y(x)\right)}{\partial x^{i}} d x \\
& =-\frac{1}{2} \sum_{i \in\left\{i_{1}, \ldots, i_{k}\right\}_{V_{1}}^{\left(i_{0}, \ldots, i_{k}\right)}} \int_{i} F^{(k)}(x) \frac{\partial\left(w_{k}^{\left(i_{0}, \ldots, i_{k}\right)}(x) Y(x)\right)}{\partial x^{i}} d x \\
& =-\frac{1}{2} \sum_{i, j \in\left\{i_{1}, \ldots, i_{k}\right\}_{V_{k}}^{\left(i_{0}, \ldots, i_{k}\right)}} \int \frac{\partial\left(a_{i j}(x) X(x)\right)}{\partial x^{j}} \frac{\partial\left(w_{k}^{\left(i_{0}, \ldots, i_{k}\right)}(x) Y(x)\right)}{\partial x^{i}} d x \\
& =-\frac{1}{2} \sum_{i, j \in\left\{i_{1}, \ldots, i_{k}\right\}} \int_{\partial V_{k}^{\left(i_{0}, \ldots, i_{k}\right)}} a_{i j}(x) \nu_{j} X(x) \frac{\partial\left(w_{k}^{\left(i_{0}, \ldots, i_{k}\right)}(x) Y(x)\right)}{\partial x^{i}} d o(x) \\
& +\left(X, L_{k}^{*}\left(w_{k}^{\left(i_{0}, \ldots, i_{k}\right)} Y\right)\right) \\
& =\left(X, L_{k}^{*}\left(w_{k} Y\right)\right) \text {. }
\end{aligned}
$$

Proposition 5.15. In $\bar{V}_{k}^{\left(i_{0}, \ldots, i_{k}\right)}$ we have $\left\{X_{m, \alpha}^{(k)}\right\}_{m \geq 0,|\alpha|=m}$ as a basis of $H_{k}^{\left(i_{0}, \ldots, i_{k}\right)}$ which is degree orthogonal with respect to weighted $w_{k}^{\left(i_{0}, \ldots, i_{k}\right)}$, i.e.,

$$
\left(X_{m, \alpha}^{(k)}, w_{k}^{\left(i_{0}, \ldots, i_{k}\right)} X_{j, \beta}^{(k)}\right)=0, \quad \forall j \neq m,|\alpha|=m,|\beta|=j
$$

Proof. It is easy to see $\left\{X_{m, \alpha}^{(k)}\right\}_{m \geq 0,|\alpha|=m}$ is a basis of $H_{k}^{\left(i_{0}, \ldots, i_{k}\right)}$ because $\left\{x^{\alpha}\right\}_{\alpha}$ is a basis of $H_{k}^{\left(i_{0}, \ldots, i_{k}\right)}$. To prove the degree orthogonality we apply the propositions $5.10,5.12,5.16$

$$
\begin{aligned}
-\lambda_{m}^{(k)}\left(X_{m, \alpha}^{(k)}, w_{k}^{\left(i_{0}, \ldots, i_{k}\right)} X_{j, \beta}^{(k)}\right) & =\left(L_{k}^{\left(i_{0}, \ldots, i_{k}\right)} X_{m, \alpha}^{(k)}, w_{k}^{\left(i_{0}, \ldots, i_{k}\right)} X_{j, \beta}^{(k)}\right) \\
& =\left(X_{m, \alpha}^{(k)},\left(L_{k}^{\left(i_{0}, \ldots, i_{k}\right)}\right)^{*}\left(w_{k}^{\left(i_{0}, \ldots, i_{k}\right)} X_{j, \beta}^{(k)}\right)\right) \\
& =-\lambda_{j}^{(k)}\left(X_{m, \alpha}^{(k)}, w_{k}^{\left(i_{0}, \ldots, i_{k}\right)} X_{j, \beta}^{(k)}\right)
\end{aligned}
$$

Because $\lambda_{m}^{(k)} \neq \lambda_{j}^{(k)}$, it completes the proof.
Proposition 5.16. (i) The spectrum of the operator $L_{k}^{\left(i_{0}, \ldots, i_{k}\right)}$ is

$$
\operatorname{Spec}\left(L_{k}^{\left(i_{0}, \ldots, i_{k}\right)}\right)=\bigcup_{m \geq 0}\left\{\lambda_{m}^{(k)}=\frac{(m+k)(m+k+1)}{2}\right\}=\Lambda_{k}
$$

and the eigenvectors of $L_{k}^{\left(i_{0}, \ldots, i_{k}\right)}$ corresponding to $\lambda_{m}^{(k)}$ are of form

$$
X=\sum_{|\alpha|=m} d_{m, \alpha}^{(k)} X_{m, \alpha}^{(k)}
$$

i.e., the eigenspaces corresponding to $\lambda_{m}^{(k)}$ is $\binom{k+m-1}{k-1}$ dimensional;
(ii) The spectrum of the operator $L_{k}$ is the same.

Proof. (i) Proposition 5.10 implies that $\Lambda_{k} \subseteq \operatorname{Spec}\left(L_{k}^{\left(i_{0}, \ldots, i_{k}\right)}\right)$. Inversely, for $\lambda \notin \Lambda_{k}$, we will prove that $\lambda$ is not an eigenvalue of $L_{k}^{\left(i_{0}, \ldots, i_{k}\right)}$. In fact, assume that $X \in$ $H_{k}^{\left(i_{0}, \ldots, i_{k}\right)}$ such that $L_{k}^{\left(i_{0}, \ldots, i_{k}\right)} X=-\lambda X$ in $H_{k}^{\left(i_{0}, \ldots, i_{k}\right)}$. Because $\left\{X_{m, \alpha}^{(k)}\right\}_{m, \alpha}$ is a degree orthogonal basis of $H_{k}^{\left(i_{0}, \ldots, i_{k}\right)}$ with respect to weighted $w_{k}^{\left(i_{0}, \ldots, i_{k}\right)}$ (proposition 5.13), we can represent $X$ by $X=\sum_{m=0}^{\infty} \sum_{|\alpha|=m} d_{m, \alpha}^{(k)} X_{m, \alpha}^{(k)}$. It follows

$$
\begin{aligned}
\sum_{m=0}^{\infty} \sum_{|\alpha|=m} d_{m, \alpha}^{(k)}\left(-\lambda_{m}^{(k)}\right) X_{m, \alpha}^{(n)} & =\sum_{m=0}^{\infty} \sum_{|\alpha|=m} d_{m, \alpha}^{(k)} L_{k}^{\left(i_{0}, \ldots, i_{k}\right)} X_{m, \alpha}^{(k)} \\
& =L_{k}^{\left(i_{0}, \ldots, i_{k}\right)} X \\
& =-\lambda \sum_{m=0}^{\infty} \sum_{|\alpha|=m} d_{m, \alpha}^{(k)} X_{m, \alpha}^{(k)}
\end{aligned}
$$

For any $j \geq 0,|\beta|=j$, multiplying them by $w_{k} X_{j, \beta}^{(k)}$ and then integrating on $\bar{V}_{n}$ we have

$$
\begin{aligned}
& \sum_{|\alpha|=j} d_{j, \alpha}^{(k)} \lambda_{j}^{(k)}\left(X_{j, \alpha}^{(k)}, w_{k}^{\left(i_{0}, \ldots, i_{k}\right)} X_{j, \beta}^{(k)}\right)=\sum_{|\alpha|=j} d_{j, \alpha}^{(k)} \lambda\left(X_{j, \alpha}^{(k)}, w_{k}^{\left(i_{0}, \ldots, i_{k}\right)} X_{j, \beta}^{(k)}\right), \forall j \geq 0,|\beta|=j, \\
\Rightarrow & \left(X_{j, \alpha}^{(k)}, w_{k}^{\left(i_{0}, \ldots, i_{k}\right)} X_{j, \beta}^{(k)}\right)_{\beta, \alpha}\left(d_{j, \alpha}^{(k)} \lambda_{j}^{(k)}\right)_{\alpha}=\left(X_{j, \alpha}^{(k)}, w_{k}^{\left(i_{0}, \ldots, i_{k}\right)} X_{j, \beta}^{(k)}\right)_{\beta, \alpha}\left(d_{j, \alpha}^{(k)} \lambda\right)_{\alpha}, \forall j \geq 0,|\beta|=j, \\
\Rightarrow & d_{j, \alpha}^{(k)} \lambda_{j}^{(k)}=d_{j, \alpha}^{(k)} \lambda, \quad \forall j \geq 0,|\beta|=j, \text { because } \operatorname{det}\left(X_{j, \alpha}^{(k)}, w_{k}^{\left(i_{0}, \ldots, i_{k}\right)} X_{j, \beta}^{(k)}\right)_{\beta, \alpha} \neq 0 \\
\Rightarrow & d_{j, \alpha}^{(k)}=0, \quad \forall j \geq 0,|\alpha|=j, \text { because } \lambda \neq \lambda_{j}^{(k)}
\end{aligned}
$$

It follows $X=0$ in $H_{k}^{\left(i_{0}, \ldots, i_{k}\right)}$. Therefore

$$
\operatorname{Spec}\left(L_{k}^{\left(i_{0}, \ldots, i_{k}\right)}\right)=\bigcup_{m \geq 0}\left\{\lambda_{m}^{(k)}=\frac{(m+k)(m+k+1)}{2}\right\}=\Lambda_{k}
$$

Moreover, assume that $X \in H_{k}^{\left(i_{0}, \ldots, i_{k}\right)}$ is a eigenvector of $L_{k}^{\left(i_{0}, \ldots, i_{k}\right)}$ corresponding to $\lambda_{j}^{(k)}$, i.e., $L_{k}^{\left(i_{0}, \ldots, i_{k}\right)} X=-\lambda_{j} X$. We represent $X$ by

$$
X=\sum_{m=0}^{\infty} \sum_{|\alpha|=m} d_{m, \alpha}^{(k)} X_{m, \alpha}^{(k)}
$$

It follows

$$
\begin{aligned}
\sum_{m=0}^{\infty} \sum_{|\alpha|=m} d_{m, \alpha}^{(k)}\left(-\lambda_{m}^{(k)}\right) X_{m, \alpha}^{(k)} & =\sum_{m=0}^{\infty} \sum_{|\alpha|=m} d_{m, \alpha}^{(k)} L_{k}^{\left(i_{0}, \ldots, i_{k}\right)} X_{m, \alpha}^{(k)} \\
& =L_{k}^{\left(i_{0}, \ldots, i_{k}\right)} X \\
& =-\lambda_{j}^{(k)} \sum_{m=0}^{\infty} \sum_{|\alpha|=m} d_{m, \alpha}^{(k)} X_{m, \alpha}^{(k)}
\end{aligned}
$$

For any $i \neq j,|\beta|=i$, multiplying them by $w_{k} X_{i, \beta}^{(k)}$ and then integrating on $\bar{V}_{n}$ we have

$$
\begin{aligned}
& \sum_{|\alpha|=i} d_{i, \alpha}^{(k)} \lambda_{i}^{(k)}\left(X_{i, \alpha}^{(k)}, w_{k}^{\left(i_{0}, \ldots, i_{k}\right)} X_{i, \beta}^{(k)}\right)=\sum_{|\alpha|=i} d_{i, \alpha}^{(k)} \lambda_{j}^{(k)}\left(X_{i, \alpha}^{(k)}, w_{k}^{\left(i_{0}, \ldots, i_{k}\right)} X_{i, \beta}^{(k)}\right), \forall i \neq j,|\beta|=i, \\
\Rightarrow & \left(X_{i, \alpha}^{(k)}, w_{k}^{\left(i_{0}, \ldots, i_{k}\right)} X_{i, \beta}^{(k)}\right)_{\beta, \alpha}\left(d_{i, \alpha}^{(k)} \lambda_{i}^{(k)}\right)_{\alpha}=\left(X_{i, \alpha}^{(k)}, w_{k}^{\left(i_{0}, \ldots, i_{k}\right)} X_{i, \beta}^{(k)}\right)_{\beta, \alpha}\left(d_{i, \alpha}^{(k)} \lambda_{j}^{(k)}\right)_{\alpha}, \forall i \neq j,|\beta|=i, \\
\Rightarrow & d_{i, \alpha}^{(k)} \lambda_{i}^{(k)}=d_{i, \alpha}^{(k)} \lambda_{j}^{(k)}, \quad \forall i \neq j,|\beta|=i, \text { because } \operatorname{det}\left(X_{i, \alpha}^{(k)}, w_{k}^{\left(i_{0}, \ldots, i_{k}\right)} X_{i, \beta}^{(k)}\right)_{\beta, \alpha} \neq 0 \\
\Rightarrow & d_{i, \alpha}^{(k)}=0, \quad \forall i \neq j,|\alpha|=i, \text { because } \lambda_{i}^{(k)} \neq \lambda_{j}^{(k)}
\end{aligned}
$$

It follows

$$
X=\sum_{|\alpha|=j} d_{j, \alpha}^{(k)} X_{j, \alpha}^{(k)}
$$

This completes the proof.
(ii) We leave this for the reader to check.

### 5.3.3. The global solution

In this subsection, we describe a definition of solutions. We consider a diploid population of fixed size $N$ with $n+1$ possible alleles $A_{0}, \ldots, A_{n}$, at a given locus $A$. Suppose that the individuals in the population are monoecious, that there is no selection between these alleles and there are no mutations. There are $2 N$ alleles in the population in any generation, so it is sufficient to focus on the number $\mathbf{Y}_{m}=\left(Y_{m}^{1}, \ldots, Y_{m}^{n}\right)$ of alleles $A_{1}, \ldots, A_{n}$ at generation time $m$. Assume that $Y_{0}=i_{0}=\left(i_{0}^{1}, \ldots, i_{0}^{n}\right)$ and the alleles in generation $m+1$ are derived by sampling with the replacement from the alleles of generation $m$. This means that the transition probability can be written as

$$
\mathbb{P}\left(Y_{m+1}=j \mid Y_{m}=i\right)=\frac{(2 N)!}{\left(j^{0}\right)!\left(j^{1}\right)!\ldots\left(j^{n}\right)!} \prod_{k=0}^{n}\left(\frac{i^{k}}{2 N}\right)^{j^{k}}, \quad \text { for } i^{k}, j^{k} \in\{0, \ldots, 2 N\} \forall k
$$

where

$$
i^{0}=1-|i|=1-i^{1}-\ldots-i^{n} ; \quad j^{0}=1-|j|=1-j^{1}-\ldots-j^{n}
$$

With the re-scaled process,

$$
t=\frac{m}{2 N} ;, X_{t}=\frac{Y_{t}}{2 N}
$$

we have a discrete Markov chain $\mathbf{X}_{t}$ in $\left\{0, \frac{1}{2 N}, \ldots, 1\right\}^{n}$ (for $t=1$ we have $2 N$ generations). In Chapter 2 Proposition (2.8), we proved that

$$
\begin{align*}
\mathbf{X}_{0} & =p=\frac{i_{0}}{2 N} \\
\mathbb{E}\left(\delta X_{t}^{i}\right) & =0  \tag{5.3.3}\\
\mathbb{E}\left(\delta X_{t}^{i} . \delta X_{t}^{j}\right) & =X_{t}^{i}\left(\delta_{i j}-X_{t}^{j}\right)(\delta t) ; \\
\mathbb{E}\left(\delta \mathbf{X}_{t}\right)^{\alpha} & =o(\delta t) \text { for }|\alpha| \geq 3
\end{align*}
$$

On the other hand, denoting by $m_{\alpha}(t)$ the $\alpha^{t h}-$ moment of distribution about zero at the $t^{t h}$ generation, i.e.,

$$
m_{\alpha}(t)=\mathbb{E}\left(\mathbf{X}_{t}\right)^{\alpha}
$$

Then

$$
m_{\alpha}(t+\delta t)=\mathbb{E}\left(\mathbf{X}_{t}+\delta \mathbf{X}_{t}\right)^{\alpha}
$$

Expanding the right hand side and recalling (5.3.3), we obtain the following recurrence formula, under the assumption that the population number $N$ so large that the terms of
higher order $\frac{1}{N^{2}}, \frac{1}{N^{3}}$ etc., can be neglected without serious error:

$$
\begin{align*}
m_{\alpha}(t+\delta t)= & \mathbb{E}\left(\mathbf{X}_{t}+\delta \mathbf{X}_{t}\right)^{\alpha} \\
= & \mathbb{E}\left(\left(\mathbb{E}\left(X_{t}^{1}\right)^{\alpha_{1}}+\binom{\alpha_{1}}{1} \mathbb{E}\left(\left(X_{t}^{1}\right)^{\alpha_{1}-1} \mathbb{E}\left(\delta X_{t}^{1}\right)\right)+\binom{\alpha_{1}}{2} \mathbb{E}\left(\left(X_{t}^{1}\right)^{\alpha_{1}-2} \mathbb{E}\left(\delta X_{t}^{1}\right)^{2}\right)\right.\right. \\
& \left.+\binom{\alpha_{1}}{3} \mathbb{E}\left(\left(X_{t}^{1}\right)^{\alpha_{1}-3} \mathbb{E}\left(\delta X_{t}^{1}\right)^{3}\right)+\ldots+\binom{\alpha_{1}}{\alpha_{1}} \mathbb{E}\left(\mathbb{E}\left(\delta X_{t}^{1}\right)^{\alpha_{1}}\right)\right) \times \\
& \times\left(\mathbb{E}\left(X_{t}^{2}\right)^{\alpha_{2}}+\binom{\alpha_{2}}{1} \mathbb{E}\left(\left(X_{t}^{2}\right)^{\alpha_{2}-1} \mathbb{E}\left(\delta X_{t}^{2}\right)\right)+\binom{\alpha_{2}}{2} \mathbb{E}\left(\left(X_{t}^{2}\right)^{\alpha_{2}-2} \mathbb{E}\left(\delta X_{t}^{2}\right)^{2}\right)\right. \\
& \left.+\binom{\alpha_{2}}{3} \mathbb{E}\left(\left(X_{t}^{2}\right)^{\alpha_{2}-3} \mathbb{E}\left(\delta X_{t}^{2}\right)^{3}\right)+\ldots+\binom{\alpha_{2}}{\alpha_{2}} \mathbb{E}\left(\mathbb{E}\left(\delta X_{t}^{2}\right)^{\alpha_{2}}\right)\right) \times \ldots \\
& \times\left(\mathbb{E}\left(X_{t}^{n}\right)^{\alpha_{n}}+\binom{\alpha_{n}}{1} \mathbb{E}\left(\left(X_{t}^{n}\right)^{\alpha_{n}-1} \mathbb{E}\left(\delta X_{t}^{n}\right)\right)+\binom{\alpha_{n}}{2} \mathbb{E}\left(\left(X_{t}^{n}\right)^{\alpha_{n}-2} \mathbb{E}\left(\delta X_{t}^{n}\right)^{2}\right)\right. \\
& \left.\left.+\binom{\alpha_{n}}{3} \mathbb{E}\left(\left(X_{t}^{n}\right)^{\alpha_{n}-3} \mathbb{E}\left(\delta X_{t}^{n}\right)^{3}\right)+\ldots+\binom{\alpha_{n}}{\alpha_{n}} \mathbb{E}\left(\mathbb{E}\left(\delta X_{t}^{n}\right)^{\alpha_{n}}\right)\right)\right) \\
& +\sum_{i \neq j}^{n} \alpha_{i} \alpha_{j}+\sum_{i=1}^{n} \mathbb{E}\left(\left(\left(\mathbf{X}_{t}\right)^{\alpha-e_{i}} \mathbb{E}\left(\delta \mathbf{X}_{t}\right)^{e_{i}}\right)+\sum_{i=1}^{n-e_{i}-e_{j}} \mathbb{E}\left(\delta \mathbf{X}_{t}\right)^{e_{i}+e_{j}}\right)+O\left(\mathbb{E}\left(\delta \mathbf{X}_{t}\right)^{\beta}\right) \quad(|\beta| \geq 3) \\
\sim & \left.\left\{1-\frac{|\alpha|(|\alpha|-1)}{2}(\delta t)\right\} \mathbb{E}\left(\mathbf{X}_{t}\right)^{\alpha-2 e_{i}} \mathbb{E}\left(\delta \mathbf{X}_{t}\right)^{2 e_{i}}\right) \\
= & \left.\sum_{i=1}^{n} \frac{\alpha_{i}\left(\alpha_{i}-1\right)}{2} \mathbb{E}\left(\mathbf{X}_{t}\right)^{\alpha-e_{i}}(\delta t) \quad \text { due to } 5.3 .3\right) \\
= & \left.1-\frac{|\alpha|(|\alpha|-1)}{2}(\delta t)\right\} m_{\alpha}(t)+\sum_{i=1}^{n} \frac{\alpha_{i}\left(\alpha_{i}-1\right)}{2} m_{\alpha-e_{i}}(t)(\delta t) . \tag{5.3.4}
\end{align*}
$$

It follows that

$$
\begin{equation*}
\dot{m}_{\alpha}(t)=-\frac{|\alpha|(|\alpha|-1)}{2} m_{\alpha}(t)+\sum_{i=1}^{n} \frac{\alpha_{i}\left(\alpha_{i}-1\right)}{2} m_{\alpha-e_{i}}(t) \tag{5.3.5}
\end{equation*}
$$

With the aim to find a continuous process which is a good approximation to the above discrete process, we should look for a continuous Markov process $\left\{X_{t}\right\}_{t \geq 0}$ in $[0,1]^{n}$ with the same conditions as 5.3 .3 and 5.3.5. Specially, if we call $u(x, t)$ the probability density function of this continuous process, the condition 5.3.3) implies (see for example [24], p. 137) that $u$ is a solution of the Fokker-Planck (Kolmogorov forward) equation

$$
\begin{cases}u_{t} & =L_{n} u \text { in } V_{n} \times(0, \infty)  \tag{5.3.6}\\ u(x, 0) & =\delta_{p}(x) \text { in } V_{n}\end{cases}
$$

Moreover, the condition 5.3.5 and the above definition of the global solution of J. Hofrichter imply

$$
\left[u_{t}, \mathbf{x}^{\alpha}\right]_{n}=\left[u,-\frac{|\alpha|(|\alpha|-1)}{2} \mathbf{x}^{\alpha}+\sum_{i=1}^{n} \frac{\alpha_{i}\left(\alpha_{i}-1\right)}{2} \mathbf{x}^{\alpha-e_{i}}\right]_{n}=\left[u, L^{*}\left(\mathbf{x}^{\alpha}\right)\right]_{n}, \forall \alpha
$$

i.e.,

$$
\begin{equation*}
\left[u_{t}, \phi\right]_{n}=\left[u, L_{n}^{*} \phi\right]_{n}, \forall \phi \in H_{n} \tag{5.3.7}
\end{equation*}
$$

This makes us formulate the following definition.

Definition 5.17. We call $u \in H$ a global solution of the Fokker-Planck equation associated with the general WF model if

$$
\begin{align*}
u_{t} & =L_{n} u \text { in } V_{n} \times(0, \infty)  \tag{5.3.8}\\
u(\mathbf{x}, 0) & =\delta_{\mathbf{p}}(\mathbf{x}) \text { in } V_{n}  \tag{5.3.9}\\
{\left[u_{t}, \phi\right]_{n} } & =\left[u, L_{n}^{*} \phi\right]_{n}, \forall \phi \in H_{n} . \tag{5.3.10}
\end{align*}
$$

Remark 5.18. Similar to the definition of the global solution in Chapter 4, here the condition 5.3 .8 is only for the usefulness of proof.

We shall prove that

Theorem 5.19. The Fokker-Planck equation associated with WF model of $(n+1)$-alleles has always a unique global solution.

### 5.3.4. Proof of Theorem 5.19

This subsection will be devoted to construct the solution as well as the uniqueness of the solution. The process of finding the solution goes as follows:

Firstly, we solve the local solution $u_{n}$ of the problem 5.3.8 5.3.10 by the separation of variables method. Then we find gradually sub-solutions $u_{k}$ from $k=n-1$ to $k=0$ due to the moment condition and known sub-solutions. The global solution will be sum of all these sub-solutions.

$$
u=\sum_{k=1}^{n} u_{k} \chi_{V_{k}}+\sum_{i=0}^{n} u_{0}^{i} \delta_{e_{i}}
$$

Finally, we check the uniqueness of this global solution.
Step 1: Consider on $V_{n}$, assume that $u_{n}(\mathbf{x}, t)=X(\mathbf{x}) T(t)$ is a solution of the FokkerPlanck equation 5.3.8). Then we have

$$
\frac{T_{t}}{T}=\frac{L_{n} X}{X}=-\lambda
$$

Clearly $\lambda$ is a constant which is independent on $T, X$. From the Proposition (5.16) we obtain the local solution of the equation 5.3.8 of the form

$$
u_{n}(\mathbf{x}, t)=\sum_{m=0}^{\infty} \sum_{|\alpha|=m} c_{m, \alpha}^{(n)} X_{m, \alpha}^{(n)}(\mathbf{x}) e^{-\lambda_{m}^{(n)} t}
$$

where

$$
\lambda_{m}^{(n)}=\frac{(n+m)(n+m+1)}{2}
$$

is the eigenvalue of $L_{n}$ and

$$
X_{m, \alpha}^{(n)}(\mathbf{x}), \quad|\alpha|=m
$$

are the corresponding eigenvectors of $L_{n}$.
For $m \geq 0,|\beta|=m$, we conclude from Proposition (5.12) that

$$
L_{n}^{*}\left(w_{n} X_{m, \beta}^{(n)}\right)=-\lambda_{m}^{(n)} w_{n} X_{m, \beta}^{(n)}
$$

It follows that

$$
\begin{aligned}
{\left[u_{t}, w_{n} X_{m, \beta}^{(n)}\right]_{n} } & =\left[u, L_{n}^{*}\left(w_{n} X_{m, \beta}^{(n)}\right)\right]_{n} \quad(\text { the moment condition) } \\
& =-\lambda_{m}^{(n)}\left[u, w_{n} X_{m, \beta}^{(n)}\right]_{n}
\end{aligned}
$$

Therefore

$$
\begin{aligned}
{\left[u, w_{n} X_{m, \beta}^{(n)}\right]_{n} } & =\left[u(\cdot, 0), w_{n} X_{m, \beta}^{(n)}\right]_{n} e^{-\lambda_{m}^{(n)} t} \\
& =w_{n}(\mathbf{p}) X_{m, \beta}^{(n)}(\mathbf{p}) e^{-\lambda_{m}^{(n)} t}
\end{aligned}
$$

Thus,

$$
\begin{aligned}
w_{n}(\mathbf{p}) X_{m, \beta}^{(n)}(\mathbf{p}) e^{-\lambda_{m}^{(n)} t} & =\left[u, w_{n} X_{m, \beta}^{(n)}\right]_{n} \\
& =\left(u_{n}, w_{n} X_{m, \beta}^{(n)}\right)_{n} \quad \text { (because } w_{n} \text { vanishes on boundary) } \\
& =\sum_{|\alpha|=m} c_{m, \alpha}^{(n)}\left(X_{m, \alpha}^{(n)}, w_{n} X_{m, \beta}^{(n)}\right)_{n} e^{-\lambda_{m}^{(n)} t}
\end{aligned}
$$

It follows that

$$
\left(c_{m, \alpha}^{(n)}\right)_{\alpha}=\left[\left(\left(X_{m, \alpha}^{(n)}, w_{n} X_{m, \beta}^{(n)}\right)_{n}\right)_{\alpha, \beta}\right]^{-1}\left(w_{n}(\mathbf{p}) X_{m, \beta}^{(n)}(\mathbf{p})\right)_{\beta}
$$

Step 2: The solution $u \in H$ satisfying (5.3.8 will be found in the following form

$$
\begin{equation*}
u(\mathbf{x}, t)=\sum_{k=1}^{n} u_{k}(\mathbf{x}, t) \chi_{V_{k}}(x)+\sum_{i=0}^{n} u_{0}^{i}(\mathbf{x}, t) \delta_{e^{i}}(\mathbf{x}) \tag{5.3.11}
\end{equation*}
$$

We use the condition 5.3.10 to obtain gradually values of $u_{k}, k=n-1, \ldots, 0$. In fact, assume that we want to calculate $u_{n-1}^{(0, \ldots, n-1)}\left(x^{1}, \cdots, x^{n-1}, 0, t\right)$.

We note that, if we choose

$$
\phi(\mathbf{x})=x^{1} \cdots x^{n} X_{k, \beta}^{(n-1)}\left(x^{1}, \ldots, x^{n-1}\right), \quad|\beta|=k
$$

then $\phi(\mathbf{x})$ vanishes on faces of dimension at most $n-1$ except the face $V_{n-1}^{0, \ldots, n-1}$. Therefore, the expectation of $\phi$ will be

$$
[u, \phi]_{n}=\left(u_{n}, \phi\right)_{n}+\left(u_{n-1}^{(0, \ldots, n-1)}, \phi\right)_{n-1}
$$

The left hand side can be calculated easily by the condition 5.3.10

$$
\begin{equation*}
\left[u_{t}, \phi\right]_{n}=\left[u, L_{n}^{*}(\phi)\right]_{n}=-\lambda_{k}^{(n-1)}[u, \phi]_{n} \tag{5.3.12}
\end{equation*}
$$

It follows

$$
[u, \phi]_{n}=\phi(\mathbf{p}) e^{-\lambda_{k}^{(n-1)} t}
$$

The first part of the right hand side is known as

$$
\left(u_{n}, \phi\right)_{n}=\sum_{m, \alpha} c_{m, \alpha}^{(n)}\left(\int_{V_{n}} X_{m, \alpha}^{(n)}(\mathbf{x}) \phi(\mathbf{x}) d \mathbf{x}\right) e^{-\lambda_{m}^{(n)} t}
$$

Therefore we can expand $u_{n-1}^{(0, \ldots, n-1)}\left(x^{1}, \cdots, x^{n-1}, 0, t\right)$ as follows

$$
\begin{aligned}
u_{n-1}^{(0, \ldots, n-1)}\left(x^{1}, \cdots, x^{n-1}, 0, t\right) & =\sum_{m \geq 0} c_{m}^{(n-1)}(\mathbf{x}) e^{-\lambda_{m}^{(n-1)} t} \\
& =\sum_{m \geq 0} \sum_{l \geq 0} \sum_{|\alpha|=l} c_{m, l, \alpha}^{(n-1)} X_{l, \alpha}^{(n-1)}\left(x^{1}, \ldots, x^{n-1}\right) e^{-\lambda_{m}^{(n-1)} t}
\end{aligned}
$$

Put this formula into Equation 5.3 .12 we will obtain all the coefficients $c_{m, l, \alpha}^{(n-1)}$. It means that we will obtain $u_{n-1}^{(0, \ldots, n-1)}\left(x^{1}, \cdots, x^{n-1}, 0, t\right)$. Similarly we will obtain $u_{n-1}$. And finally we will obtain all $u_{k}, \quad k=n-1, \ldots, 0$. It means we obtain the global solution in form

$$
\begin{align*}
u(\mathbf{x}, t) & =\sum_{k=1}^{n} u_{k} \chi_{V_{k}}(\mathbf{x})+\sum_{i=0}^{n} u_{0}^{i}(\mathbf{x}, t) \delta_{e_{i}}(\mathbf{x}) \\
& =\sum_{k=1}^{n} \sum_{m \geq 0} \sum_{l \geq 0} \sum_{|\alpha|=l} c_{m, l, \alpha}^{(k)} X_{l, \alpha}^{(k)}(\mathbf{x}) e^{-\lambda_{m}^{(k)} t} \chi_{V_{k}}(\mathbf{x})+\sum_{i=0}^{n} u_{0}^{i}(\mathbf{x}, t) \delta_{e_{i}}(\mathbf{x}) \tag{5.3.13}
\end{align*}
$$

It is not difficult to show that $u$ is a solution of the Fokker-Planck equation associated with WF model.

Step 3: We can easy see that this solution is unique. In fact, assume that $u_{1}, u_{2}$ are two solutions of the Fokker- Planck equation associated with WF model. Then $u=u_{1}-u_{2}$ will satisfy

$$
\begin{aligned}
u_{t} & =L_{n} u \text { in } V_{n} \times(0, \infty), \\
u(x, 0) & =0 \text { in } \bar{V}_{n} ; \\
{\left[u_{t}, \phi\right]_{n} } & =\left[u, L^{*} \phi\right]_{n}, \forall \phi \in H_{n} .
\end{aligned}
$$

It follows

$$
\begin{aligned}
{\left[u_{t}, 1\right]_{n} } & =\left[u, L_{n}^{*}(1)\right]_{n}=0 \\
{\left[u_{t}, x^{i}\right]_{n} } & =\left[u, L_{n}^{*}\left(x^{i}\right)\right]_{n}=0 \\
{\left[u_{t}, w_{k}^{\left(i_{0}, \ldots, i_{k}\right)} X_{j, \alpha}^{(k)} \chi_{\left.V_{k}^{\left(i_{0}, \ldots, i_{k}\right)}\right]_{n}}\right.} & =\left[u, L_{n}^{*}\left(w_{k}^{\left(i_{0}, \ldots, i_{k}\right)} X_{j, \alpha}^{(k)} \chi_{\left.V_{k}^{\left(i_{0}, \ldots, i_{k}\right)}\right)}\right]_{n}\right. \\
& =\left[u, L_{k}^{*}\left(w_{k}^{\left(i_{0}, \ldots, i_{k}\right)} X_{j, \alpha}^{(k)} \chi_{\left.\left.V_{k}^{\left(i_{0}, \ldots, i_{k}\right)}\right)\right]_{n}}\right.\right. \\
& =-\lambda_{j}^{(k)}\left[u, w_{k}^{\left(i_{0}, \ldots, i_{k}\right)} X_{j, \alpha}^{(k)} \chi_{\left.V_{k}^{\left(i_{0}, \ldots, i_{k}\right)}\right]_{n}}\right.
\end{aligned}
$$

Therefore

$$
\begin{aligned}
{[u, 1]_{n} } & =[u(\cdot, 0), 1]_{n}=0 \\
{\left[u, x^{i}\right]_{n} } & =\left[u(\cdot, 0), x^{i}\right]_{n}=0 \\
{\left[u, w_{k}^{\left(i_{0}, \ldots, i_{k}\right)} X_{j, \alpha}^{(k)} \chi_{\left.V_{k}^{\left(i_{0}, \ldots, i_{k}\right)}\right]_{n}}\right.} & =\left[u(\cdot, 0), w_{k}^{\left(i_{0}, \ldots, i_{k}\right)} X_{j, \alpha}^{(k)} \chi_{\left.V_{k}^{\left(i_{0}, \ldots, i_{k}\right)}\right]_{n} e^{-\lambda_{j}^{(k)} t}=0 .}\right.
\end{aligned}
$$

Since $\left\{1,\left\{x^{i}\right\}_{i},\left\{w_{k}^{\left(i_{0}, \ldots, i_{k}\right)} X_{j, \alpha}^{(k)} \chi_{V_{k}\left(i_{0}, \ldots, i_{k}\right)}\right\}_{1 \leq k \leq n,\left(i_{0}, \ldots, i_{k}\right) \in I_{k}, j \geq 0,|\alpha|=j}\right\}$ is also a basis of $H_{n}$ it follows $u=0 \in H$.

Example 5.20. To illustrate this process, we consider the case of three alleles.
We will construct the global solution for the problem

$$
\begin{cases}\frac{\partial u}{\partial t} & =L_{2} u, \quad \text { in } V_{2} \times(0, \infty) \\ u(\mathbf{x}, 0) & =\delta_{\mathbf{p}}(\mathbf{x}), \quad \mathbf{x} \in V_{2} \\ {\left[u_{t}, \phi\right]_{2}} & =\left[u, L_{2}^{*} \phi\right]_{2}, \quad \text { for all } \phi \in H_{2}\end{cases}
$$

where the global solution of the form

$$
u=u_{2} \chi_{V_{2}}+u_{1}^{0,1} \chi_{V_{1}^{0,1}}+u_{1}^{0,2} \chi_{V_{1}^{0,2}}+u_{1}^{0,0} \chi_{V_{1}^{0,0}}+u_{0}^{1} \chi_{V_{0}^{1}}+u_{0}^{2} \chi_{V_{0}^{2}}+u_{0}^{0} \chi_{V_{0}^{0}}
$$

and the product is

$$
\begin{aligned}
{[u, \phi]_{2}=} & \int_{V_{2}} u_{2} \phi_{\mid V_{2}} d \mathbf{x}+\int_{0}^{1} u_{1}^{0,1}\left(x^{1}, 0, t\right) \phi\left(x^{1}, 0\right) d x^{1}+\int_{0}^{1} u_{1}^{0,2}\left(0, x^{2}, t\right) \phi\left(0, x^{2}\right) d x^{2} \\
& +\frac{1}{\sqrt{2}} \int_{0}^{1} u_{1}^{1,2}\left(x^{1}, 1-x^{1}, t\right) \phi\left(x^{1}, 1-x^{1}\right) d x^{1} \\
& +u_{0}^{1}(1,0, t) \phi(1,0)+u_{0}^{2}(0,1, t) \phi(0,1)+u_{0}^{0}(0,0, t) \phi(0,0)
\end{aligned}
$$

Step 1: We find out the local solution $u_{2}$ as follows

$$
u_{2}(\mathbf{x}, t)=\sum_{m \geq 0} \sum_{\alpha^{1}+\alpha^{2}=m} c_{m, \alpha^{1}, \alpha^{2}}^{(2)} X_{m, \alpha^{1}, \alpha^{2}}^{(2)}(\mathbf{x}) e^{-\lambda_{m}^{(2)} t}
$$

To define coefficients $c_{m, \alpha^{1}, \alpha^{2}}^{(2)}$ we use the initial condition and the orthogonality of eigenvectors $X_{m, \alpha^{1}, \alpha^{2}}^{(2)}$

$$
\begin{aligned}
w_{2}(\mathbf{p}) X_{m, \beta^{1}, \beta^{2}}^{(2)}(\mathbf{p}) & =\left[u(0), w_{2} X_{m, \beta^{1}, \beta^{2}}^{(2)}\right]_{2} \\
& =\left(u_{2}(0), w_{2} X_{m, \beta^{1}, \beta^{2}}^{(2)}\right)_{2} \quad \text { because } w_{2} \text { vanishes on the boundary } \\
& =\sum_{\alpha^{1}+\alpha^{2}=m} c_{m, \alpha^{1}, \alpha^{2}}^{(2)}\left(X_{m, \alpha^{1}, \alpha^{2}}^{(2)}, w_{2} X_{m, \beta^{1}, \beta^{2}}^{(2)}\right) \quad \text { for all } \beta^{1}+\beta^{2}=m .
\end{aligned}
$$

Because the matrix

$$
\left(X_{m, \alpha^{1}, \alpha^{2}}^{(2)}, w_{2} X_{m, \beta^{1}, \beta^{2}}^{(2)}\right)_{\left(\alpha^{1}, \alpha^{2}\right),\left(\beta^{1}, \beta^{2}\right)}
$$

is positive definite then we have unique values of $c_{m, \alpha^{1}, \alpha^{2}}^{(2)}$. It follows that we have a unique local solution $u_{2}$.

Step 2: We will use the moment condition to define all other coefficients of the global solution.

Firstly, we define the coefficients of $u_{1}^{1,2}$ as follows

$$
\begin{align*}
u_{1}^{1,2}\left(x^{1}, 1-x^{1}, t\right) & =\sum_{m \geq 0} c_{m}\left(x^{1}\right) e^{-\lambda_{m}^{(1)} t}  \tag{5.3.14}\\
& =\sum_{m, l \geq 0} c_{m, l} X_{l}^{(1)}\left(x^{1}\right) e^{-\lambda_{m}^{(1)} t} \tag{5.3.15}
\end{align*}
$$

We note that

$$
L_{2}^{*}\left(x^{1} x^{2} X_{k}^{(1)}\left(x^{1}\right)\right)=-\lambda_{k}^{(1)} x^{1} x^{2} X_{k}^{(1)}\left(x^{1}\right)
$$

Therefore

$$
\left[u_{t}, x^{1} x^{2} X_{k}^{(1)}\left(x^{1}\right)\right]_{2}=\left[u, L_{2}^{*}\left(x^{1} x^{2} X_{k}^{(1)}\left(x^{1}\right)\right)\right]_{2}=-\lambda_{k}^{(1)}\left[u, x^{1} x^{2} X_{k}^{(1)}\left(x^{1}\right)\right]_{2} .
$$

It follows that

$$
\left[u, x^{1} x^{2} X_{k}^{(1)}\left(x^{1}\right)\right]_{2}=p^{1} p^{2} X_{k}^{(1)}\left(p^{1}\right) e^{-\lambda_{k}^{(1)} t}
$$

Thus we have

$$
\begin{aligned}
p^{1} p^{2} X_{k}^{(1)}\left(p^{1}\right) e^{-\lambda_{k}^{(1)} t} & =\left[u, x^{1} x^{2} X_{k}^{(1)}\left(x^{1}\right)\right]_{2} \\
& =\left(u_{2}, x^{1} x^{2} X_{k}^{(1)}\left(x^{1}\right)\right)_{2}+\left(u_{1}^{1,2}, x^{1}\left(1-x^{1}\right) X_{k}^{(1)}\left(x^{1}\right)\right)_{1}
\end{aligned}
$$

because $x^{1} x^{2}$ vanish on the other boundaries

$$
\begin{aligned}
= & \sum_{m \geq 0}\left(\sum_{|\alpha|=m} c_{m, \alpha}^{(2)}\left(\int_{V_{2}} x^{1} x^{2} X_{m, \alpha}^{(2)}\left(x^{1}, x^{2}\right) X_{k}^{(1)}\left(x^{1}\right) d \mathbf{x}\right)\right) e^{-\lambda_{m}^{(2)} t} \\
& +\sum_{m \geq 0} c_{m, k}\left(X_{k}^{(1)}, w_{1} X_{k}^{(1)}\right) e^{-\lambda_{m}^{(1)} t}
\end{aligned}
$$

because of the orthogonality of $(\cdot, \cdot)_{1}$ with respect to $w_{1}$

$$
=\sum_{m \geq 0} r_{m} e^{-\lambda_{m}^{(2)} t}+\sum_{m \geq 0} c_{m, k} d_{k} e^{-\lambda_{m}^{(1)} t}
$$

By equating of coefficients of $e^{\alpha t}$ we obtain $u_{1}^{1,2}$. Similarly we obtain $u_{1}$. Then, we define the coefficients of $u_{0}^{1}$ from the 1 -th moment.

Note that when $\phi=x^{i}, L_{2}^{*}(\phi)=0$, therefore $\left[u_{t}, \phi\right]_{2}=0$ or

$$
\left[u, x^{i}\right]_{2}=\left[u(0), x^{i}\right]=p^{i}
$$

It follows

$$
p^{1}=\left[u, x^{1}\right]=\left(u_{2}, x^{1}\right)_{2}+\left(u_{1}^{0,1}, x^{1}\right)_{1}+\left(u_{1}^{1,2}, x^{1}\right)_{1}+u_{0}^{1}(1,0, t)
$$

Thus we obtain $u_{0}^{1}(1,0, t)$. Similarly we have all $u_{0}$. Therefore we obtain the global solution $u$.

It is easy to check that $u$ is a global solution. To prove the uniqueness we proceed as follows Assume that $u$ is the difference of any two global solutions, i.e. $u$ satisfies

$$
\begin{cases}u_{t} & =L_{2} u, \quad \text { in } V_{2} \times(0, \infty) \\ u(\mathbf{x}, 0) & =0, \quad \text { in } V_{2} \\ {\left[u_{t}, \phi\right]_{2}} & =\left[u, L_{2}^{*} \phi\right]_{2}, \quad \text { for all } \phi \in H_{2}\end{cases}
$$

We will prove that

$$
\begin{equation*}
[u, \phi]_{2}=0 \quad \forall \phi \in H_{2} \tag{5.3.16}
\end{equation*}
$$

In fact,

$$
\begin{aligned}
{\left[u_{t}, 1\right]_{2} } & =\left[u, L_{2}^{*}(1)\right]_{2}=0 \Rightarrow[u, 1]_{2}=[u(0), 1]_{2}=0 \\
{\left[u_{t}, x^{i}\right]_{2} } & =\left[u, L_{2}^{*}\left(x^{i}\right)\right]_{2}=0 \Rightarrow\left[u, x^{i}\right]_{2}=\left[u(0), x^{i}\right]_{2}=0 \\
{\left[u_{t}, w_{1}\left(x^{i}\right) X_{m}^{(1)}\left(x^{i}\right)\right]_{2} } & =\left[u, L_{2}^{*}\left(w_{1}\left(x^{i}\right) X_{m}^{(1)}\left(x^{i}\right)\right)\right]_{2}=-\lambda_{m}^{(1)}\left[u, w_{1}\left(x^{i}\right) X_{m}^{(1)}\left(x^{i}\right)\right]_{2} \\
& \Rightarrow\left[u, w_{1}\left(x^{i}\right) X_{m}^{(1)}\left(x^{i}\right)\right]_{2}=\left[u(0), w_{1}\left(x^{i}\right) X_{m}^{(1)}\left(x^{i}\right)\right]_{2} e^{-\lambda_{m}^{(1)} t}=0 \\
{\left[u_{t}, w_{2}\left(x^{1}, x^{2}\right) X_{m, \alpha}^{(2)}\left(x^{1}, x^{2}\right)\right]_{2} } & =\left[u, L_{2}^{*}\left(w_{2}\left(x^{1}, x^{2}\right) X_{m, \alpha}^{(2)}\left(x^{1}, x^{2}\right)\right)\right]_{2}=-\lambda_{m}^{(2)}\left[u, w_{2}\left(x^{1}, x^{2}\right) X_{m, \alpha}^{(2)}\left(x^{1}, x^{2}\right)\right]_{2} \\
& \Rightarrow\left[u, w_{2}\left(x^{1}, x^{2}\right) X_{m, \alpha}^{(2)}\left(x^{1}, x^{2}\right)\right]_{2}=\left[u(0), w_{2}\left(x^{1}, x^{2}\right) X_{m, \alpha}^{(2)}\left(x^{1}, x^{2}\right)\right]_{2} e^{-\lambda_{m}^{(2)} t}=0
\end{aligned}
$$

We need only to prove that Eq. 5.3 .16 holds for all

$$
\phi\left(x^{1}, x^{2}\right)=\left(x^{1}\right)^{m}\left(x^{2}\right)^{n}, \quad \forall m, n \geq 0
$$

1. If $n=0, m \geq 0$, we see that $\phi$ can be generated from $\left\{1, x^{1}, w_{1}\left(x^{1}\right) X_{m}^{(1)}\left(x^{1}\right)\right\}$, therefore $[u, \phi]_{2}=0$
2. If $m=0, n \geq 0$, we see that $\phi$ can be generated from $\left\{1, x^{2}, w_{1}\left(x^{2}\right) X_{m}^{(1)}\left(x^{2}\right)\right\}$, therefore $[u, \phi]_{2}=0$
3. If $n=1, m \geq 1$, we expand $\left(x^{1}\right)^{m-1}$ by

$$
\left(x^{1}\right)^{m-1}=\sum_{k \geq 0} c_{k} X_{k}^{(1)}\left(x^{1}\right)
$$

Note that

$$
L_{2}^{*}\left(x^{1} x^{2} X_{k}^{(1)}\left(x^{1}\right)\right)=-\lambda_{k}^{(1)} x^{1} x^{2} X_{k}^{(1)}\left(x^{1}\right)
$$

Therefore

$$
\left[u_{t}, x^{1} x^{2} X_{k}^{(1)}\left(x^{1}\right)\right]_{2}=\left[u, L_{2}^{*}\left(x^{1} x^{2} X_{k}^{(1)}\left(x^{1}\right)\right)\right]_{2}=-\lambda_{k}^{(1)}\left[u, x^{1} x^{2} X_{k}^{(1)}\left(x^{1}\right)\right]_{2}
$$

It follows

$$
\left[u, x^{1} x^{2} X_{k}^{(1)}\left(x^{1}\right)\right]_{2}=\left[u(0), x^{1} x^{2} X_{k}^{(1)}\left(x^{1}\right)\right]_{2} e^{-\lambda_{k}^{(1)}}=0
$$

Therefore

$$
[u, \phi]_{2}=\sum_{k \geq 0} c_{k}\left[u, x^{1} x^{2} X_{k}^{(1)}\left(x^{1}\right)\right]_{2}=0
$$

4. If $n \geq 2, m \geq 1$ we use the inductive method in $n$. We have

$$
\begin{aligned}
\left(x^{1}\right)^{m}\left(x^{2}\right)^{n} & =x^{1} x^{2}\left(x^{1}+x^{2}-1\right)\left(x^{1}\right)^{m-1}\left(x^{2}\right)^{n-2}+\left(x^{1}\right)^{m}\left(1-x^{1}\right)\left(x^{2}\right)^{n-1} \\
& =-w_{2}\left(x^{1}, x^{2}\right)\left(x^{1}\right)^{m-1}\left(x^{2}\right)^{n-2}+\left(x^{1}\right)^{m}\left(1-x^{1}\right)\left(x^{2}\right)^{n-1} .
\end{aligned}
$$

In the assumption of induction, we have

$$
\left[u,\left(x^{1}\right)^{m}\left(1-x^{1}\right)\left(x^{2}\right)^{n-1}\right]_{2}=0
$$

Then, we expand $\left(x^{1}\right)^{m-1}\left(x^{2}\right)^{n-2}$ by

$$
\left(x^{1}\right)^{m-1}\left(x^{2}\right)^{n-2}=\sum_{m, \alpha} c_{m, \alpha}^{(2)} X_{m, \alpha}^{(2)}\left(x^{1}, x^{2}\right) .
$$

Therefore

$$
\left[u, w_{2}\left(x^{1}, x^{2}\right)\left(x^{1}\right)^{m-1}\left(x^{2}\right)^{n-2}\right]_{2}=\sum_{m, \alpha} c_{m, \alpha}^{(2)}\left[u, w_{2}\left(x^{1}, x^{2}\right) X_{m, \alpha}^{(2)}\left(x^{1}, x^{2}\right)\right]_{2}=0 .
$$

It follows $\left[u,\left(x^{1}\right)^{m}\left(x^{2}\right)^{n}\right]_{2}=0$.
Thus, $u=0$.

### 5.3.5. Boundary flux

In this section, we will show that the global solution can be constructed by using the boundary flux (the probability flux at boundary). This work was conducted by J. Hofrichter (34).

Definition 5.21. Let $v(\mathbf{x}, t)$ be a smooth function (probability density function of a diffusion process) in an open domain $\Omega \times[0, T) \subset \mathbb{R}^{m+1}$. We call $G: \bar{\Omega} \times[0, T) \rightarrow \mathbb{R}^{n}$ a probability flux of $v$ if $G$ is smooth and satisfies the continuity equation

$$
\frac{\partial v}{\partial t}(\mathbf{x}, t)=-\nabla \cdot G(\mathbf{x}, t), \quad(\mathbf{x}, t) \in \Omega \times[0, T)
$$

and call $G_{\mid \partial \Omega}$ a boundary flux. We note that if $v$ is improper, i.e. $\int_{\Omega} v d \mathbf{x}<1$ then the boundary flux will be nontrivial.

In our case, $u(\mathbf{x}, t)$ is a solution of the KFE $u_{t}=L_{n} u$ in $\Omega_{n} \times[0, T)$ and $G=$ $\left(G^{1}, \cdots, G^{n}\right)$ with

$$
G^{i}(\mathbf{x}, t)=-\frac{1}{2} \sum_{j=1}^{n} \frac{\partial}{\partial x^{j}}\left(x^{i}\left(\delta_{i j}-x^{j}\right) u(\mathbf{x}, t)\right)
$$

is a probability flux of $u$. We will show the relation between boundary flux and difference of the $L_{n}$ and its adjoint as follows

Proposition 5.22. If $u(\mathbf{x}, t)$ is a solution of the $K F E u_{t}=L_{n} u$ in $\Omega_{n} \times[0, T)$ and $\phi \in H_{n}$, $G$ is the probability flux of $u$, then

$$
\left(L_{n} u, \phi\right)_{n}=-\int_{\partial \Omega_{n}} G \cdot \nu \phi d \mu_{n-1}+\left(u, L_{n}^{*} \phi\right)_{n}
$$

where $\nu$ is the outward unit normal to $\partial \Omega_{n}$.

Proof. See 34].

The theorem below will show that when we represent global solution in the form

$$
u=\sum_{k=0}^{n} u_{k} \chi_{V_{k}}=\sum_{k=0}^{n} \sum_{l=1}^{\binom{n+1}{k+1}} u_{k, l} \chi_{V_{k}^{(l)}}
$$

the $k^{t h}$ components can be calculated from $(k+1)^{t h}$ components due to boundary fluxes. Starting from a local solution $u_{n}$, for $0 \leq k \leq n-1$ decreasing, we construct

$$
u_{k, l}(\mathbf{x}, t)=\int_{0}^{t} v_{k, l}^{\tau}(\mathbf{x}, t-\tau) d \tau
$$

where $v_{k, l}^{\tau} \in H_{n}$ being the unique solution of the problem

$$
\begin{cases}\frac{\partial}{\partial t} v_{k, l}^{\tau} & =L_{k} v_{k, l}^{\tau} \\ v_{k, l}^{\tau}(\mathbf{x}, 0) & =\sum_{m: \partial V_{k+1}^{(m)} \supset V_{k}^{(l)}} G_{k+1, m}^{\perp}(\mathbf{x}, \tau)\end{cases}
$$

and

$$
u_{k}(\mathbf{x}, t)=\sum_{l} u_{k, l}(\mathbf{x}, t) \chi_{V_{k}^{(l)}}
$$

Then, we obtain all $u_{k}$ for $k=0, \cdots, n$ and construct

$$
u=\sum_{k} u_{k}
$$

Theorem 5.23. $u$ constructed by the above procedure is the global solution for the problem.

Proof. See 34].

Example 5.24. We consider the case of two alleles, i.e. $n=1$. We know that the local solution is

$$
u_{1}(x, p, t)=\sum_{m \geq 0} \frac{4 p(1-p)(2 m+3)}{(m+1)(m+2)} X_{m}(p) X_{m}(x) e^{-\frac{(m+1)(m+2)}{2} t}
$$

The boundary flux of $u_{1}$ is

$$
G_{1}(x, t)=-\frac{1}{2} \frac{\partial}{\partial x}\left(x(1-x) u_{1}(x, t)\right)=\frac{1}{2} u_{1}(x, t), \quad x \in\{0,1\}
$$

The unique solution of the problem

$$
\begin{cases}\frac{\partial}{\partial t} v_{0}^{\tau} & =0, \quad x \in\{0,1\} \\ v_{0}^{\tau}(x, 0) & =G_{1}^{\perp}(x, \tau), \quad x \in\{0,1\}\end{cases}
$$

is $v_{0}^{\tau}(x, t)=\frac{1}{2} u_{1}(x, \tau)$ at boundary $x \in\{0,1\}$. Therefore the $0^{t h}$ components of the global solution are

$$
u_{0}(x, t)=\int_{0}^{t} v_{0}^{\tau}(x, t-\tau) d \tau=\frac{1}{2} \int_{0}^{t} u_{1}(x, \tau) d \tau, \quad \text { at boundary } x \in\{0,1\}
$$

### 5.4. Applications of the global solution

We mention some applications of this new solution. With the solution received, we can calculate some information of the evolution of the process $\left(X_{t}\right)_{t \geq 0}$ such as the expectation and the second moment of the absorption time, $\alpha^{t h}$-moments, fix probabilities, probability of coexistence of $(k+1)$-alleles, and probability of heterogeneity. Some of these quantities have been calculated as solutions to an elliptic equation with appropriate boundary values. However, the proof of uniqueness has not been done. We will also give a rigorous proof for this generalized result (Lemma 5.25). Another approach, which is the blow-up method, has been done by J. Hofrichter ([34]) and applied for a below example (Example 5.29).

Lemma 5.25. The following generalized Dirichlet problem has at most one solution.

$$
\begin{cases}A u & =0, \text { in } \Omega \subset \mathbb{R}^{n}  \tag{5.4.1}\\ \lim _{\mathrm{x} \rightarrow \mathbf{x}_{0}} u(\mathrm{x}) & =f\left(\mathbf{x}_{0}\right), \quad \mathbf{x}_{0} \in \Gamma \subset \partial \Omega\end{cases}
$$

where $\Omega$ is a domain in $\mathbb{R}^{n}$, $\Gamma$ is the set of regular points of boundary $\partial \Omega$ satisfying $|\partial \Omega-\Gamma|=0, A$ is an elliptic operator, $f$ is of class $T_{1}$, i.e. $f$ is the limit of a sequence of continuous functions.

Proof. Step 1: If $f_{n}$ is a continuous function on $\partial \Omega_{n}$ then there is a unique solution $u_{n}$ of the Lemma 5.25 .

Step 2: Because $f$ is of class $T_{1}$, it is a limit of a sequence of continuous functions $\left(f_{n}\right)_{n}$ on $\partial \Omega_{n}$, therefore we obtain the sequence of corresponding unique solutions $\left(u_{n}\right)_{n}$. This sequence has the limit $u$. It is not difficult to prove that $u$ is the unique solution to the generalized Dirichlet problem.

See also [27, 28, 40, 60, 63].

### 5.4.1. Probability of having $(k+1)$ alleles

Probability of having only 1 allele $A_{i}$ (allele $A_{i}$ is fix) is

$$
\begin{aligned}
\mathbb{P}\left(X_{t} \in V_{0}^{(i)} \mid X_{0}=\mathbf{p}\right) & =\int_{V_{0}^{(i)}} u_{0}^{(i)}(\mathbf{x}, t) d \mu_{0}^{(i)}(\mathbf{x}) \\
& =u_{0}^{(i)}\left(e_{i}, t\right) \\
& =p^{i}-\sum_{k=1}^{n} \sum_{m^{(k)} \geq 0} \sum_{l^{(k)} \geq 0} \sum_{\left|\alpha^{(k)}\right|=l^{(k)}} c_{m^{(k)}, l^{(k)}, \alpha^{(k)}}^{(k)}\left(x^{i}, X_{l^{(k)}, \alpha^{(k)}}^{(k)}\right)_{k} e^{-\lambda_{m}^{(k)}{ }^{(k)}} .
\end{aligned}
$$

Probability of having exactly $(k+1)$ allele $\left\{A_{0}, \ldots, A_{k}\right\}$ (coexistence probability of alleles $\left.\left\{A_{0}, \ldots, A_{k}\right\}\right)$ is

$$
\begin{aligned}
\mathbb{P}\left(X_{t} \in V_{k}^{\left(i_{0}, \ldots, i_{k}\right)} \mid X_{0}=\mathbf{p}\right) & =\int_{V_{k}^{\left(i_{0}, \ldots, i_{k}\right)}} u_{k}^{\left(i_{0}, \ldots, i_{k}\right)}(\mathbf{x}, t) d \mu_{k}^{\left(i_{0}, \ldots, i_{k}\right)}(\mathbf{x}) \\
& =\sum_{m \geq 0} \sum_{l \geq 0} \sum_{|\alpha|=l} c_{m, l, \alpha}^{(k)}\left(\int_{V_{k}^{\left(i_{0}, \ldots, i_{k}\right)}} X_{m, \alpha}^{(k)}(\mathbf{x}) d \mu_{k}^{\left(i_{0}, \ldots, i_{k}\right)}(\mathbf{x})\right) e^{-\lambda_{m}^{(k)}} .
\end{aligned}
$$

### 5.4.2. Loss of heterozygosity

Probability of heterogeneity is

$$
\begin{aligned}
H_{t} & =(n+1)!\left[u, w_{n}\right]_{n} \\
& =(n+1)!\left(u_{n}, w_{n}\right)_{n} \quad \text { (because } w_{n} \text { vanishes on boundary) } \\
& =(n+1)!\left(\sum_{m \geq 0} \sum_{|\boldsymbol{\alpha}|=m} c_{m, \boldsymbol{\alpha}}^{(n)} X_{m, \boldsymbol{\alpha}}^{(n)} e^{-\lambda_{m, \boldsymbol{\alpha}}^{(n t}}, w_{n} X_{0, \mathbf{0}}^{(n)}\right)_{n} \\
& =(n+1)!\left(c_{0, \mathbf{0}}^{(n)} X_{0, \mathbf{0}}^{(n)}, w_{n} X_{0, \mathbf{0}}^{(n)}\right)_{n} e^{-\lambda_{0, \mathbf{0}}^{(n)} t} \quad \text { (because the orthogonality of eigenvectors } X_{m, \boldsymbol{\alpha}}^{(n)} \\
& =H_{0} e^{-\frac{(n+1)(n+2)}{2} t}
\end{aligned}
$$

This means that the heterogeneity decreases with the rate $\frac{(n+1)(n+2)}{4 N}$ in generation.

### 5.4.3. $\alpha^{\text {th }}$-moments

The $\alpha^{\text {th }}$-moments are

$$
\begin{aligned}
m_{\alpha}(t) & =\left[u, \mathbf{x}^{\alpha}\right]_{n} \\
& =\int_{\overline{V_{n}}} x^{\alpha} u(\mathbf{x}, t) d \mu(\mathbf{x}) \\
& =\sum_{k=0}^{n} \sum_{\left(i_{0}, \ldots, i_{k}\right) \in I_{k}} \int_{V_{k}^{\left(i_{0}, \ldots, i_{k}\right)}} \mathbf{x}^{\alpha} u_{k}^{\left(i_{0}, \ldots, i_{k}\right)}(\mathbf{x}, t) d \mu_{k}^{\left(i_{0}, \ldots, i_{k}\right)}(\mathbf{x}) .
\end{aligned}
$$

### 5.4.4. Rate of loss of one allele in a population having $(k+1)$ alleles

We have the solution of form

$$
u=\sum_{k=0}^{n} u_{k}(\mathbf{x}, t) \chi_{V_{k}}(\mathbf{x})
$$

Then we immediately have that the rate of lost one allele at population having $(k+1)$ alleles is the rate of decrease of

$$
u_{k}(\mathbf{x}, t)=\sum_{m \geq 0} \sum_{l \geq 0} \sum_{|\alpha|=l} c_{m, l, \alpha}^{(k)} X_{l, \alpha}^{(k)}(x) \chi_{V_{k}}(x) e^{-\lambda_{m}^{(k)} t}
$$

which is $\lambda_{0}^{(k)}=\frac{k(k+1)}{2}$. This means the rate of loss of alleles in the population decreases.

### 5.4.5. Absorbtion time of having $(k+1)$ alleles

We denote by $T_{n+1}^{k+1}(\mathbf{p})=\inf \left\{t>0: X_{t} \in \bar{V}_{k} \mid X_{0}=\mathbf{p}\right\}$, the first time the population has at most $(k+1)$ alleles. $T_{n+1}^{k+1}(\mathbf{p})$ is a continuous random variable valued in $[0, \infty)$ and we call $\phi(t, \mathbf{p})$ its probability density function. It is easy to see that $\bar{V}_{k}$ is invariant with the process $\left(X_{t}\right)_{t \geq 0}$, i.e. if $X_{s} \in \bar{V}_{k}$ then $X_{t} \in \bar{V}_{k}$ for all $t \geq s$. We have the equality

$$
\mathbb{P}\left(T_{n+1}^{k+1}(\mathbf{p}) \leq t\right)=\mathbb{P}\left(X_{t} \in \bar{V}_{k} \mid X_{0}=\mathbf{p}\right)=\int_{\bar{V}_{k}} u(\mathbf{x}, \mathbf{p}, t) d \mu(\mathbf{x})
$$

It follows that

$$
\phi(t, \mathbf{p})=\int_{\bar{V}_{k}} \frac{\partial}{\partial t} u(\mathbf{x}, \mathbf{p}, t) d \mu(\mathbf{x})
$$

Therefore the expectation of absorbtion time having $(k+1)$ alleles is

$$
\begin{aligned}
\mathbb{E}\left(T_{n+1}^{k+1}(\mathbf{p})\right)= & \int_{0}^{\infty} t \phi(t, \mathbf{p}) d t \\
= & \int_{\bar{V}_{k}} \int_{0}^{\infty} t \frac{\partial}{\partial t} u(\mathbf{x}, \mathbf{p}, t) d t d \mu(\mathbf{x}) \\
= & \sum_{j=1}^{k} \sum_{\left(i_{0}, \ldots, i_{j}\right) \in I_{j}} \sum_{m \geq 0} \sum_{l \geq 0} \sum_{|\alpha|=l} c_{m, l, \alpha}^{(j)} \int_{V_{j}^{\left(i_{0}, \ldots, i_{j}\right)}} X_{l, \alpha}^{(j)}(\mathbf{x})\left(\int_{0}^{\infty} t \frac{\partial}{\partial t} e^{-\lambda_{m}^{(j)} t} d t\right) d \mu_{j}^{\left(i_{0}, \ldots, i_{j}\right)}(\mathbf{x}) \\
& -\sum_{i=0}^{n} \sum_{j=1}^{n} \sum_{m \geq 0} \sum_{l \geq 0} \sum_{|\alpha|=l} c_{m, l, \alpha}^{(j)}\left(x^{i}, X_{j, \alpha}^{(j)}\right)_{j}\left(\int_{0}^{\infty} t \frac{\partial}{\partial t} e^{-\lambda_{m}^{(k)} t} d t\right), \\
= & \sum_{j=1}^{k} \sum_{\left(i_{0}, \ldots, i_{j}\right) \in I_{j}} \sum_{m \geq 0} \sum_{l \geq 0} \sum_{|\alpha|=l} c_{m, l, \alpha}^{(j)} \int_{V_{j}^{\left(i_{0}, \ldots, i_{j}\right)}} X_{l, \alpha}^{(j)}(\mathbf{x})\left(-\frac{1}{\lambda_{m}^{(j)}}\right) d \mu_{j}^{\left(i_{0}, \ldots, i_{j}\right)}(x) \\
& -\sum_{i=0}^{n} \sum_{j=1}^{n} \sum_{m \geq 0} \sum_{l \geq 0} \sum_{|\alpha|=l} c_{m, l, \alpha}^{(j)}\left(x^{i}, X_{j, \alpha}^{(j)}\right)\left(-\frac{1}{\lambda_{m}^{(k)}}\right) .
\end{aligned}
$$

and the second moment of absorbtion time having $(k+1)$ allele is

$$
\begin{aligned}
\mathbb{E}\left(T_{n+1}^{k+1}(\mathbf{p})\right)^{2}= & \int_{0}^{\infty} t^{2} \phi(t, \mathbf{p}) d t \\
= & \int_{\bar{V}_{k}} \int_{0}^{\infty} t^{2} \frac{\partial}{\partial t} u(\mathbf{x}, \mathbf{p}, t) d t d \mu(\mathbf{x}) \\
= & \sum_{j=1}^{k} \sum_{\left(i_{0}, \ldots, i_{j}\right) \in I_{j}} \sum_{m \geq 0} \sum_{l \geq 0} \sum_{|\alpha|=l} c_{m, l, \alpha}^{(j)} \int_{V_{j}^{\left(i_{0}, \ldots, i_{j}\right)}} X_{m, \alpha}^{(j)}(\mathbf{x})\left(\int_{0}^{\infty} t^{2} \frac{\partial}{\partial t} e^{-\lambda_{m}^{(j)} t} d t\right) d \mu_{j}^{\left(i_{0}, \ldots, i_{j}\right)}(x) \\
& -\sum_{i=0}^{n} \sum_{j=1}^{n} \sum_{m \geq 0} \sum_{l \geq 0} \sum_{|\alpha|=l} c_{m, l, \alpha}^{(j)}\left(x^{i}, X_{j, \alpha}^{(j)}\right)_{j}\left(\int_{0}^{\infty} t^{2} \frac{\partial}{\partial t} e^{-\lambda_{m}^{(k)} t} d t\right) \\
= & \sum_{j=1}^{k} \sum_{\left(i_{0}, \ldots, i_{j}\right) \in I_{j}} \sum_{m \geq 0} \sum_{l \geq 0} \sum_{|\alpha|=l} c_{m, l, \alpha}^{(j)} \int_{\left.V_{j}^{(i 0}, \ldots, i_{j}\right)} X_{m, \alpha}^{(j)}(\mathbf{x})\left(-\frac{2}{\left(\lambda_{m}^{(j)}\right)^{2}}\right) d \mu_{j}^{\left(i_{0}, \ldots, i_{j}\right)}(\mathbf{x}) \\
& -\sum_{i=0}^{n} \sum_{j=1}^{n} \sum_{m \geq 0} \sum_{l \geq 0} \sum_{|\alpha|=l} c_{m, l, \alpha}^{(j)}\left(x^{i}, X_{j, \alpha}^{(j)}\right)_{j}\left(-\frac{2}{\left(\lambda_{m}^{(k)}\right)^{2}}\right) .
\end{aligned}
$$

Definition 5.26. The entropy of level one of the variable $Y$ valued in $\left\{y_{1}, \ldots, y_{M}\right\}$ is

$$
H_{1}(Y)=-\sum_{i=1}^{M}\left(1-\mathbb{P}\left(Y=y_{i}\right)\right) \log \left(1-\mathbb{P}\left(Y=y_{i}\right)\right)
$$

The entropy of level $k, \quad(k \leq M)$ of the variable $Y$ valued in $\left\{y_{1}, \ldots, y_{M}\right\}$ is

$$
\begin{aligned}
H_{k}(Y)= & \sum_{s=1}^{k}(-1)^{k-s}\binom{n-1-s}{k-s} \sum\left(1-\mathbb{P}\left(Y \in\left\{y_{i_{1}}, \ldots, y_{i_{s}}\right\}\right)\right) \\
& \log \left(1-\mathbb{P}\left(Y \in\left\{y_{i_{1}}, \ldots, y_{i_{s}}\right\}\right)\right)
\end{aligned}
$$

In 1975 , Little ( $[52]$ ) has been shown that the expectation of the first time to have at most $k$ - alleles in a population of $M$-alleles is

$$
E\left(T_{M}^{k}(\mathbf{p})\right)=-2 \sum_{s=1}^{k}(-1)^{k-s}\binom{M-1-s}{k-s} \sum\left(1-p^{i_{1}}-\ldots-p^{i_{s}}\right) \log \left(1-p^{i_{1}}-\ldots-p^{i_{s}}\right)
$$

Then we have immediately the following theorem

Theorem 5.27.

$$
E\left(T_{M}^{k}(\mathbf{p})\right)=2 H_{k}\left(X_{T_{M}^{1}(\mathbf{p})}\right)
$$

### 5.4.6. Probability distribution at the absorbtion time of having $(k+1)$ alleles

We note that $X_{T_{n+1}^{k+1}(p)}$ is a random variable valued in $\overline{V_{k}}$. We consider what probability of this random variable valued in $V_{k}^{\left(i_{0}, \ldots, i_{k}\right)}$ is, i.e., the probability of the population at the
first time to have at most $(k+1)$-alleles consists of $(k+1)$-alleles $\left\{A_{i_{0}}, \ldots, A_{i_{k}}\right\}$. To make the representation simpler, we denote by $g_{k}$ is a function of $k$-variables defined by induction as follows

$$
\begin{aligned}
g_{1}\left(p^{1}\right) & =p^{1} \\
g_{2}\left(p^{1}, p^{2}\right) & =\frac{p^{1}}{1-p^{2}} g_{1}\left(p^{2}\right)+\frac{p^{2}}{1-p^{1}} g_{1}\left(p^{1}\right) \\
g_{k+1}\left(p^{1}, \ldots, p^{k+1}\right) & =\sum_{i=1}^{k+1} \frac{p^{i}}{1-\sum_{j \neq i} p^{j}} g_{k}\left(p^{1}, \ldots, p^{i-1}, p^{i+1}, \ldots, p^{k+1}\right)
\end{aligned}
$$

Then we have the following result

Theorem 5.28.

$$
\mathbb{P}\left(X_{T_{n+1}^{k+1}(p)} \in \overline{V_{k}^{\left(i_{0}, \ldots, i_{k}\right)}}\right)=g_{k+1}\left(p^{i_{0}}, \ldots, p^{i_{k}}\right)
$$

Proof. Method 1: By applying the probability of a particular sequence of extinctions and elementary combinatorial arguments, we have immediately the result.

Method 2: By applying the Lemma (5.25 we obtain this probability as the unique solution of the Dirichlet problem

$$
\begin{cases}\left(L_{k}^{\left(i_{0}, \ldots, i_{k}\right)}\right)^{*} v(p) & =0 \text { in } V_{k} \\ \lim _{p \rightarrow q} v(p) & =1, q \in V_{k}^{\left(i_{0}, \ldots, i_{k}\right)}, \\ \lim _{p \rightarrow q} v(p) & =0, q \in \partial V_{k} \backslash V_{k}^{\left(i_{0}, \ldots, i_{k}\right)} \backslash V_{k-1} .\end{cases}
$$

### 5.4.7. Probability of a particular sequence of extinctions

Let $Q_{M, M-1, \ldots, 2}\left(p^{1}, \ldots, p^{M}\right)$ be the probability with given initial allele frequencies $\left(p^{1}, \ldots, p^{M}\right)$, allele $A_{M}$ becomes extinct first, followed by allele $A_{M-1}, A_{M-2}$ and so on, ending with fixation of allele $A_{1}$. Littler [55] in 1978, found the result

$$
Q_{M, M-1, \ldots, 2}(\mathbf{p})=p^{1} \frac{p^{2}}{1-p^{1}} \cdots \frac{p^{M-1}}{1-p^{1}-\cdots-p^{M-2}}
$$

using known two allele results and elementary combinatorial arguments. Later, in 2007, Baxter, Blythe, and McKane proved above formula by solving the generalized Dirichlet problem

$$
\begin{cases}L_{M-1}^{*} Q_{M, M-1, \ldots, 2}\left(p^{1}, \ldots, p^{M}\right) & =0, \quad\left(p^{1}, \ldots, p^{M}\right) \in V_{M-1}  \tag{5.4.2}\\ \lim _{\left(p^{1}, \ldots, p^{M}\right) \rightarrow\left(q^{1}, \ldots, q^{M}\right)} Q_{M, M-1, \ldots, 2}\left(p^{1}, \ldots, p^{M}\right) & =f\left(q^{1}, \ldots, q^{M}\right)\end{cases}
$$

where

$$
f\left(q^{1}, \ldots, q^{M}\right)= \begin{cases}0, & \text { if } q^{i}=0 \text { for } i=1, \ldots M-1 \\ Q_{M-1, \ldots, 2}\left(q^{1}, \ldots, q^{M-1}\right), & \text { if } q^{M}=0\end{cases}
$$

Unfortunately, they did not consider the uniqueness problem, therefore their proof is not rigorous. To prove the uniqueness, note that the boundary value is incomplete and can not be extended continuously to all boundary, so we can not apply the maximum principle as usual. J. Hofrichter has developed a scheme of the blow-up method to solve this problem as follows: First, change of coordinates to decrease the discontinuity (incomplete) of boundary values. Then, after this transformation, the problem becomes a Dirichlet problem with incomplete boundary values but can be extended to all boundary. It means that it will be a classical Dirichlet problem which has the uniqueness of solution. From that we have the uniqueness of the initial solution.

Example 5.29. (See also [34], Chapter 4)

1. We consider the case of 3 alleles $A_{1}, A_{2}, A_{3}$ and want to calculate the probability $Q_{3,2}\left(p^{1}, p^{2}, p^{3}\right)$ which allele $A_{3}$ extinct first, then allele $A_{2}$ extinct, allele $A_{1}$ is fixed. We know that $Q_{3,2}\left(p^{1}, p^{2}, p^{3}\right)=u\left(p^{1}, p^{2}\right)$ satisfies

$$
\begin{cases}L_{2}^{*} u\left(p^{1}, p^{2}\right) & =0, \quad \mathbf{p} \in R_{2}  \tag{5.4.3}\\ u\left(0, p^{2}\right) & =0, \quad 0 \leq p^{2} \leq 1 \\ u\left(p^{1}, 0\right) & =0, \quad 0 \leq p^{1}<1 \\ u\left(p^{1}, 1-p^{1}\right) & =p^{1}, \quad 0 \leq p^{1}<1\end{cases}
$$

Note that $u(\mathbf{p})$ is not defined at $(1,0)$ because at this point, alleles $A_{2}, A_{3}$ were disappeared without the order of extinction. By blowing-up with the transformation

$$
q^{1}=p^{1}, \quad q^{2}=\frac{p^{2}}{1-p^{1}}, \quad v(\mathbf{q})=u(\mathbf{p})
$$



Figure 5.1 Blowup by changing of variables from the simplex $R_{2}$ to the square $D_{2}$
we have

$$
\begin{cases}\frac{1}{2} q^{1}\left(1-q^{1}\right)^{2} \frac{\partial^{2}}{\partial\left(q^{1}\right)^{2}} v\left(q^{1}, q^{2}\right)+\frac{1}{2} q^{2}\left(1-q^{2}\right) \frac{\partial^{2}}{\partial\left(q^{2}\right)^{2}} v\left(q^{1}, q^{2}\right) & =0,  \tag{5.4.4}\\ v\left(0, q^{2}\right) & =0, \\ v\left(q^{1}, 0\right) & =0 \leq D_{2} \leq 1 \\ v\left(q^{1}, 1\right) & =0 \leq q^{1}<1 \\ & =q^{1}, \quad 0 \leq q^{1}<1 .\end{cases}
$$

By the continuity of $v$, as $q^{1} \rightarrow 1$, on the part of boundary $0 \leq q^{2} \leq 1, q^{1}=1$, we have $v\left(1, q^{2}\right)$ satisfying

$$
\begin{cases}\frac{1}{2} q^{2}\left(1-q^{2}\right) \frac{\partial^{2}}{\partial\left(q^{2}\right)^{2}} v\left(1, q^{2}\right) & =0, \quad 0<q^{2}<1  \tag{5.4.5}\\ v(1,0) & =0 \\ v(1,1) & =1\end{cases}
$$

Therefore $v\left(1, q^{2}\right)=q^{2}$ on this part of boundary. Now Problem 5.4.4 becomes the classical Dirichlet problem with continuous boundary values. Its unique solution is $v\left(q^{1}, q^{2}\right)=q^{1} q^{2}$ thus $Q_{3,2}\left(p^{1}, p^{2}, p^{3}\right)=p^{1} \frac{p^{2}}{1-p^{1}}$ is the unique solution of this initial problem (5.4.3).
2. In the case of four alleles $A_{1}, A_{2}, A_{3}, A_{4}$, the probability $Q_{4,3,2}\left(p^{1}, p^{2}, p^{3}, p^{4}\right)$ which allele $A_{4}$ extinct first, then allele $A_{3}$ extinct, next allele $A_{2}$ extinct, last allele $A_{1}$ is
fixed. We know that $Q_{4,3,2}\left(p^{1}, p^{2}, p^{3}, p^{4}\right)=u\left(p^{1}, p^{2}, p^{3}\right)$ satisfies

$$
\begin{cases}L_{3}^{*} u\left(p^{1}, p^{2}, p^{3}\right) & =0, \quad \mathbf{p} \in R_{3},  \tag{5.4.6}\\ u\left(0, p^{2}, p^{3}\right) & =0, \quad 0 \leq p^{2} \leq p^{2}+p^{3} \leq 1, p^{2} \neq 1, \\ u\left(p^{1}, 0, p^{3}\right) & =0, \quad 0 \leq p^{1} \leq p^{1}+p^{3} \leq 1, p^{1} \neq 1, \\ u\left(p^{1}, p^{2}, 0\right) & =0, \quad 0 \leq p^{1} \leq p^{1}+p^{2} \leq 1, \\ u\left(p^{1}, p^{2}, 1-p^{1}-p^{2}\right) & =Q_{3,2}\left(p^{1}, p^{2}, p^{3}\right)=p^{1} \frac{p^{2}}{1-p^{1}}, \quad 0 \leq p^{1} \leq p^{1}+p^{2}<1 .\end{cases}
$$

By blowing-up with the transformation

$$
q^{1}=p^{1}, \quad q^{2}=\frac{p^{2}}{1-p^{1}}, \quad q^{3}=\frac{p^{3}}{1-p^{1}-p^{2}}, v(\mathbf{q})=u(\mathbf{p}),
$$
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the transformed equation is

$$
\begin{equation*}
\frac{1}{2} q^{1}\left(1-q^{1}\right) \frac{\partial^{2} v}{\partial\left(q^{1}\right)^{2}}+\frac{1}{2} \frac{q^{2}\left(1-q^{2}\right)}{1-q^{1}} \frac{\partial^{2} v}{\partial\left(q^{2}\right)^{2}}+\frac{1}{2} \frac{q^{3}\left(1-q^{3}\right)}{\left(1-q^{1}\right)\left(1-q^{2}\right)} \frac{\partial^{2} v}{\partial\left(q^{3}\right)^{2}}=0, \quad \mathbf{q} \in D_{3}, \tag{5.4.7}
\end{equation*}
$$

with incomplete boundary values

$$
v(\mathbf{q})= \begin{cases}0, & \left\{\mathbf{q} \in \partial D_{3}: q^{1}=0\right\}-\left[B_{1}, B_{2}\right], \\ 0, & \left\{\mathbf{q} \in \partial D_{3}: q^{2}=0\right\}-\left[A_{1}, A_{4}\right], \\ 0, & \left\{\mathbf{q} \in \partial D_{3}: q^{3}=0\right\}-\left[A_{1}, A_{2}\right]-\left[B_{1}, A_{2}\right], \\ q^{1} q^{2}, & \left\{\mathbf{q} \in \partial D_{3}: q^{3}=1\right\}-\left[A_{3}, A_{4}\right],-\left[A_{3}, B_{2}\right]\end{cases}
$$

By the continuity of $v$ on $\overline{D_{3}}$, it follows

$$
v(\mathbf{q})= \begin{cases}0, & \left\{\mathbf{q} \in \partial D_{3}: q^{1}=0\right\} \\ 0, & \left\{\mathbf{q} \in \partial D_{3}: q^{2}=0\right\} \\ 0, & \left\{\mathbf{q} \in \partial D_{3}: q^{3}=0\right\} \\ q^{1} q^{2}, & \left\{\mathbf{q} \in \partial D_{3}: q^{3}=1\right\}\end{cases}
$$

We note that, missing boundary values are

$$
\operatorname{int}\left\{q^{1}=1\right\} \cup \operatorname{int}\left\{q^{2}=1\right\} \cup\left(A_{2}, A_{3}\right)
$$

But due to the continuity of $v$, we will obtain these values as follows.
By multiplying the equation 5.4 .7 with $\left(1-q^{1}\right)\left(1-q^{2}\right)$, then taking the limit as $q^{1} \rightarrow 1, q^{2} \rightarrow 1$, we obtain

$$
\frac{1}{2} q^{3}\left(1-q^{3}\right) \frac{\partial^{2}}{\partial\left(q^{3}\right)^{2}} v\left(1,1, q^{3}\right)=0
$$

with boundary values $v\left(A_{2}\right)=0, v\left(A_{3}\right)=1$. Follows that $v\left(1,1, q^{3}\right)=q^{3}$.
Then, by multiplying the equation 5.4 .7 with $\left(1-q^{1}\right)$, then taking the limit as $q^{1} \rightarrow 1$, we obtain classical Dirichlet problem on the face $\left\{q^{1}=1\right\}$ whose solution can be seen easily as

$$
v\left(1, q^{2}, q^{3}\right)=q^{2} q^{3}
$$

Similarly, by multiplying the equation 5.4 .7 with $\left(1-q^{2}\right)$, then taking the limit as $q^{2} \rightarrow 1$, we obtain a classical Dirichlet problem on the face $\left\{q^{2}=1\right\}$ whose solution can be seen easily as

$$
v\left(q^{1}, 1, q^{3}\right)=q^{1} q^{3}
$$

Therefore, we obtain all the boundary values of $v$. It is easy to see that this boundary value is continuous, it follows that $v=q^{1} q^{2} q^{3}$ is the unique solution to the equation 5.4.7 with continuous complete boundary values. Thus $Q_{4,3,2}\left(p^{1}, p^{2}, p^{3}\right)=$ $p^{1} \frac{p^{2}}{1-p^{1}} \frac{p^{3}}{1-p^{1}-p^{2}}$ is the unique solution of this initial problem 5.4.6.
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In Chapters 4 and 5, we obtained the global solutions. These solutions enabled us to calculate and understand quantitatively as well as qualitatively some biological phenomena of the original WF models. In this chapter, we will consider geometric structures behind these biological phenomena to get a deeper understanding of them. Firstly, we note that the state space is an $n$-dimensional smooth statistical manifold, an Einstein space, and also a dually flat manifold with the Fisher metric. We then will see that the Fisher metric is nothing but the standard metric on the positive part of the sphere of radius two. Next, we consider the affine Laplacian $A$ on this state space. We shall study the behavior of $A$ in various coordinates as well as on various spaces. Finally, we deal with dynamics on the whole state space.

### 6.1. The geometry of the state space

### 6.1.1. The Fisher information metric on the state space

Consider a finite set $\Omega=\{1, \ldots, n+1\}$ with $\sigma$-algebra $\mathcal{F}=2^{\Omega}$ on it. By convention

$$
x(\{i\}):=x^{i} \quad \text { and } x(A):=\sum_{i \in A} x^{i}, \forall A \in \mathcal{F},
$$

it follows that the probability measure $x$ is defined by $\mathbf{x}=\left(x^{1}, \ldots, x^{n+1}\right)$ and vice versa, moreover the state space

$$
\Omega_{n}=\left\{\mathbf{x}=\left(x^{1}, \ldots, x^{n+1}\right): x_{i}>0 \text { for } i=1, \ldots, n+1, \text { and } \sum_{i=1}^{n+1} x^{i}=1\right\}
$$

with the metric

$$
g_{i j}(\mathbf{x})=\frac{\delta_{i j}}{x^{i}}+\frac{1}{x^{n+1}}, \quad \forall i, j=1, \ldots, n
$$

is an $n$-dimensional smooth statistical manifold, i.e., an $n$-dimensional smooth manifold whose points are probability measures defined on $(\Omega, \mathcal{F})$.

Definition 6.1. The Riemannian manifold $M$ is called a space of constant sectional curvature, or a space form if

$$
K(X \wedge Y):=\frac{R_{i j k l} \xi^{i} \eta^{j} \xi^{k} \eta^{l}}{\left(g_{i k} g_{j l}-g_{i j} g_{k l}\right) \xi^{i} \eta^{j} \xi^{k} \eta^{l}}
$$

is a constant $K$ for all independently linear tangent vectors $X=\xi^{i} \frac{\partial}{\partial x^{i}}, Y=\eta^{i} \frac{\partial}{\partial x^{i}}$. A space form is called spherical, flat or hyperbolic, depending on whether $K>0,=0$ or $<0$. $M$ is called an Einstein manifold if

$$
R_{i k}=c g_{i k}, \quad \text { where } c \text { is a constant. }
$$

We can prove the following lemma.
Lemma 6.2. 1. The sectional curvature of $\Omega_{n}$ is constant and equal to $\frac{1}{4}$;
2. $\Omega_{n}$ is an Einstein manifold with the Ricci tensor

$$
R_{i k}=\frac{n-1}{4} g_{i k}
$$

3. The scalar curvature of $\Omega_{n}$ is constant and equal to $R=\frac{n(n-1)}{4}$.

Proof. By some simple calculation we obtain

$$
\begin{gathered}
R_{i j k l}=\frac{1}{4}\left(\frac{\delta_{i k} \delta_{j l}-\delta_{i j} \delta_{k l}}{x^{i} x^{l}}+\frac{\delta_{i k}-\delta_{i j}}{x^{i} x^{n+1}}+\frac{\delta_{j l}-\delta_{k l}}{x^{l} x^{n+1}}\right), \\
g_{i k} g_{j l}-g_{i j} g_{k l}=\frac{\delta_{i k} \delta_{j l}-\delta_{i j} \delta_{k l}}{x^{i} x^{l}}+\frac{\delta_{i k}-\delta_{i j}}{x^{i} x^{n+1}}+\frac{\delta_{j l}-\delta_{k l}}{x^{l} x^{n+1}}, \\
R_{i k}=g^{j l} R_{i j k l}=\frac{n-1}{4} g_{i k},
\end{gathered}
$$

and

$$
R=g^{i k} R_{i k}=\frac{n(n-1)}{4}
$$

This completes the proof.

We will see that the above metric is nothing but the Fisher metric. In fact, we consider a mixture family of probability distributions with parameter $\eta$ of the form (see also Appendix C.2.2)

$$
\begin{equation*}
q_{\alpha}(\eta):=g_{\alpha}^{0}+\sum_{i=1}^{I} g_{\alpha}^{i} \eta_{i}=\sum_{i=1}^{I}\left(g_{\alpha}^{i}+g_{\alpha}^{0}\right) \eta_{i}+g_{\alpha}^{0}\left(1-\sum_{i=1}^{I} \eta_{i}\right) \tag{6.1.1}
\end{equation*}
$$

The important assumption here is that the quantities $q_{\alpha}(\eta)$ are linear functions of the expectation values $\eta_{i}$.
Since $g_{\alpha}^{i}+g_{\alpha}^{0}$ and $g_{\alpha}^{0}$ are probability distributions, we have

$$
\sum_{\alpha}\left(g_{\alpha}^{i}+g_{\alpha}^{0}\right)=1, \quad \sum_{\alpha} g_{\alpha}^{0}=1 \text { for } i=1, \ldots, I
$$

or simply

$$
\begin{equation*}
\sum_{\alpha} g_{\alpha}^{0}=1, \quad \sum_{\alpha} g_{\alpha}^{i}=0 \text { for } i=1, \ldots, I \tag{6.1.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{\alpha} q_{\alpha}(\eta)=1 \tag{6.1.3}
\end{equation*}
$$

i.e., $q$ is indeed a probability distribution, and

$$
\begin{equation*}
\sum_{\alpha} f_{i}^{\alpha} q_{\alpha}(\eta)=\eta_{i} \text { for } i=1, \ldots, I \tag{6.1.4}
\end{equation*}
$$

that is, $\eta_{i}$ is the expectation value of $f_{i}$ for the probability distribution $q$.
We consider

$$
\begin{equation*}
\varphi(\eta):=\sum_{\alpha} q_{\alpha}(\eta) \log q_{\alpha}(\eta) \tag{6.1.5}
\end{equation*}
$$

and compute

$$
\begin{equation*}
\frac{\partial^{2}}{\partial \eta_{i} \partial \eta_{j}} \varphi(\eta)=\sum_{\alpha} \frac{1}{q_{\alpha}} \frac{\partial q_{\alpha}(\eta)}{\partial \eta_{i}} \frac{\partial q_{\alpha}(\eta)}{\partial \eta_{j}}=\sum_{\alpha} \frac{1}{q_{\alpha}} g_{\alpha}^{i} g_{\alpha}^{j} \tag{6.1.6}
\end{equation*}
$$

Thus, $\varphi$ is a strictly convex function. Since strict convexity is invariant under affine linear coordinate transformations, the particular form of 6.1.1 is not important, as long as we represent our family of probability distributions as a linear family.
We can therefore consider 6 6.1.6 as a metric on an affine space. That is, we put

$$
\begin{equation*}
g_{i j}(\eta):=\frac{\partial^{2} \varphi(\eta)}{\partial \eta_{i} \eta_{j}} \tag{6.1.7}
\end{equation*}
$$

The metric is called the Fisher metric, and it will play an important role below.
Since $\varphi(\eta)$ is a convex function, we can perform a Legendre transformation to obtain

$$
\begin{equation*}
\vartheta^{i}(\eta):=\frac{\partial \varphi(\eta)}{\partial \eta_{i}}=\sum_{\alpha} g_{\alpha}^{i} \log q_{\alpha} \text { for } i=1, \ldots, I \tag{6.1.8}
\end{equation*}
$$

and

$$
\begin{align*}
\psi(\vartheta): & =\max _{\eta}\left(\sum_{i=1}^{I} \vartheta^{i} \eta_{i}-\varphi(\eta)\right) \\
& =\sum_{i=1}^{I} \sum_{\alpha}\left(g_{\alpha}^{i} \eta_{i}-q_{\alpha}\right) \log q_{\alpha} \\
& =-\sum_{\alpha} g_{\alpha}^{0} \log q_{\alpha}, \tag{6.1.9}
\end{align*}
$$

since the maximum is realized when (6.1.8) holds.

From the properties of the Legendre transformation, we also obtain

$$
\begin{equation*}
\left(\frac{\partial^{2} \psi(\vartheta)}{\partial \vartheta^{i} \vartheta^{j}}\right)_{i, j=1, \ldots, I}=\left(\left(\frac{\partial^{2} \varphi(\eta)}{\partial \eta_{i} \eta_{j}}\right)_{i, j=1, \ldots, I}\right)^{-1}=\left(\sum_{\alpha} \frac{1}{q_{\alpha}} g_{\alpha}^{i} g_{\alpha}^{j}\right)^{-1}, \tag{6.1.10}
\end{equation*}
$$

see (6.1.6).
We then have

$$
\begin{equation*}
g^{i j}(\eta)=\frac{\partial^{2} \psi(\vartheta)}{\partial \vartheta^{i} \vartheta^{j}}=\frac{\partial \eta_{j}}{\partial \vartheta^{i}}, \tag{6.1.11}
\end{equation*}
$$

again by the properties of the Legendre transform, i.e. (6.1.11) is the inverse of the Fisher metric.
We recall 6.1.7)

$$
\begin{equation*}
g_{i j}(\eta)=\frac{\partial^{2} \varphi(\eta)}{\partial \eta_{i} \eta_{j}}=\frac{\partial \vartheta^{i}}{\partial \eta_{j}} . \tag{6.1.12}
\end{equation*}
$$

In fact, we have

$$
\begin{align*}
\sum_{i, j} g^{i j}(\eta) d \vartheta^{i} d \vartheta^{j} & =\sum_{i, j} g^{i j}(\eta) \sum_{k, l} \frac{\partial \vartheta^{i}}{\partial \eta^{k}} \frac{\partial \vartheta^{j}}{\partial \eta^{l}} d \eta^{k} d \eta^{l} \\
& =\sum_{i, j} g^{i j}(\eta) \sum_{k, l} g_{i k}(\eta) g_{j l}(\eta) d \eta^{k} d \eta^{l}  \tag{6.1.13}\\
& =\sum_{k, l} g_{k l}(\eta) d \eta^{k} d \eta^{l},
\end{align*}
$$

i.e., the inverse metric tensor $g^{i j}(\eta)$ in the $\vartheta$-coordinates is the same as the tensor $g_{i j}(\eta)$ in the $\eta$-coordinates.
When we also put $\vartheta^{0}:=\sum_{\alpha} g_{\alpha}^{0} \log q_{\alpha}$, we can invert 6.1.8) and obtain

$$
\begin{equation*}
\log q_{\alpha}(\eta)=\sum_{j=0}^{I} f_{j}^{\alpha} \vartheta^{j} \tag{6.1.14}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
q_{\alpha}(\eta)=\exp \left(\sum_{j=0}^{I} f_{j}^{\alpha} \vartheta^{j}\right) \tag{6.1.15}
\end{equation*}
$$

Recalling $f_{0}^{\alpha}=1$ for all $\alpha$, 6.1.9) and the normalization $\sum_{\alpha} q_{\alpha}(\eta)=1$ yield

$$
\begin{equation*}
\psi(\vartheta)=-\vartheta^{0}=\log \sum_{\alpha} \exp \left(\sum_{i=1}^{I} f_{i}^{\alpha} \vartheta^{i}\right) \tag{6.1.16}
\end{equation*}
$$

so that we can rewrite 6.1.15 as

$$
\begin{equation*}
q_{\alpha}(\eta)=\exp \left(\sum_{i=1}^{I} f_{i}^{\alpha} \vartheta^{i}-\psi(\vartheta)\right)=: p^{\alpha}(\vartheta) \tag{6.1.17}
\end{equation*}
$$

This is the so-called Gibbs distribution.
We now compute the expectation value $\eta_{i j}$ of the product $f_{i} f_{j}$ for the distribution $q$. We obtain, using 6.1.4),

$$
\begin{aligned}
\eta_{i j} & =\sum_{\alpha} f_{i}^{\alpha} f_{j}^{\alpha} p^{\alpha}(\vartheta) \\
& =\exp (-\psi(\vartheta)) \frac{\partial}{\partial \vartheta^{i}} \sum_{\alpha} f_{j}^{\alpha} \exp \left(\sum_{k=1}^{I} f_{k}^{\alpha} \vartheta^{k}\right) \\
& =\exp (-\psi(\vartheta)) \frac{\partial}{\partial \vartheta^{i}}\left(\exp (\psi(\vartheta)) \eta_{j}\right) \\
& =\frac{\partial \psi(\vartheta)}{\partial \vartheta^{i}} \eta_{j}+\frac{\partial \eta_{j}}{\partial \vartheta^{i}} \\
& =\eta_{i} \eta_{j}+g^{i j}(\eta)
\end{aligned}
$$

We now look at an important special case that will appear below in our discussion of the Wright-Fisher model. We simply take the probabilities $p^{1}, \ldots, p^{k-1}$ as our observables, and the expectation value $\eta_{i}$ of the $i$ th observable then is the $p^{i}$, so that we get the special case $q_{\alpha}=\eta_{\alpha}$ of 6.1.1) and can apply our result that the covariance is the inverse of the Fisher metric.
From (6.1.1), we then have

$$
\begin{align*}
q_{\alpha}(\eta) & =\eta_{\alpha} \text { for } \alpha=1, \ldots, k-1  \tag{6.1.18}\\
q_{k} & =\eta_{k}=1-\sum_{\beta=1}^{k-1} \eta_{\beta}, \tag{6.1.19}
\end{align*}
$$

that is,

$$
\begin{equation*}
g_{\alpha}^{i}=\delta_{i \alpha}, \quad g_{k}^{i}=-1 \quad g_{\alpha}^{0}=0 \text { for } \alpha=1, \ldots, k-1, \quad g_{k}^{0}=1 \tag{6.1.20}
\end{equation*}
$$

and from 6.1.8), 6.1.9

$$
\begin{equation*}
\vartheta^{i}=\log \frac{\eta_{i}}{\eta_{k}} \text { for } i=1, \ldots, k-1, \quad \psi(\vartheta)=-\log p^{k} \tag{6.1.21}
\end{equation*}
$$

### 6.1.2. The Fisher metric as the standard metric on the sphere

For simplicity, we show the computations for the special case where $\eta_{\alpha}=p_{\alpha}$, as considered at the end of the previous section. Then, recalling (6.1.20), the metric tensor (6.1.6) in the coordinates $p_{1}, \ldots, p_{k}$ becomes

$$
\left(\begin{array}{cccc}
\frac{1}{p_{1}} & 0 & \ldots & 0  \tag{6.1.22}\\
0 & \frac{1}{p_{2}} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \frac{1}{p_{k}}
\end{array}\right)
$$

However, this is not yet the expression for a Riemannian metric because we have $k$ coordinates $p_{1}, \ldots, p_{k}$ on a $(k-1)$-dimensional space. This can easily be corrected by expressing

$$
\begin{equation*}
p_{k}=1-\sum_{j=1}^{k-1} p_{j} \tag{6.1.23}
\end{equation*}
$$

Therefore we can consider the Fisher metric as a metric on the $(k-1)$-dimensional simplex

$$
\begin{equation*}
\Sigma^{k-1}=\left\{\left(p_{1}, \ldots p_{k}\right): p_{i} \geq 0, \sum p_{i}=1\right\} \tag{6.1.24}
\end{equation*}
$$

We know that the transformation behavior of a Riemannian metric,

$$
\begin{equation*}
g_{i j}(x)=\sum_{\alpha, \beta} \gamma_{\alpha \beta}(y) \frac{\partial y^{\alpha}}{\partial x^{i}} \frac{\partial y^{\beta}}{\partial x^{j}} \tag{6.1.25}
\end{equation*}
$$

where $x$ and $y=y(x)$ are two different coordinates.
Applying for our case with $x=\left(p_{1}, \ldots, p_{k-1}\right), y=\left(p_{1}, \ldots, p_{k}\right)$, we obtain

$$
\begin{equation*}
\frac{\partial p_{k}}{\partial p_{j}}=-1 \text { for } j=1, \ldots, k-1 \tag{6.1.26}
\end{equation*}
$$

and the metric tensor $g_{i j}(p)$ in the coordinates $p_{1}, \ldots p_{k-1}$ as

$$
\left(\begin{array}{cccc}
\frac{1}{p_{1}}+\frac{1}{p_{k}} & \frac{1}{p_{k}} & \cdots & \frac{1}{p_{k}}  \tag{6.1.27}\\
\frac{1}{p_{k}} & \frac{1}{p_{2}}+\frac{1}{p_{k}} & \cdots & \frac{1}{p_{k}} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{1}{p_{k}} & \frac{1}{p_{k}} & \cdots & \frac{1}{p_{k-1}}+\frac{1}{p_{k}}
\end{array}\right)
$$

with $p_{k}$ given by 6.1.23). The inverse metric tensor $g^{i j}(p)$ then becomes

$$
\left(\begin{array}{cccc}
p_{1}\left(1-p_{1}\right) & -p_{1} p_{2} & \ldots & -p_{1} p_{k-1}  \tag{6.1.28}\\
-p_{1} p_{2} & p_{2}\left(1-p_{2}\right) & \ldots & -p_{2} p_{k-1} \\
\vdots & \vdots & \ddots & \vdots \\
-p_{1} p_{k-1} & -p_{2} p_{k-1} & \ldots & p_{k-1}\left(1-p_{k-1}\right)
\end{array}\right)
$$

We can also rewrite the metric in spherical coordinates, by simply putting

$$
\begin{equation*}
q_{i}:=\sqrt{p_{i}} \tag{6.1.29}
\end{equation*}
$$

Applying the transformation rule 6.1 .25 with $\frac{\partial p_{\alpha}}{\partial q_{j}}=2 \delta_{\alpha}^{j} q_{j}$, we obtain $g_{i j}=4 \delta_{i j}$ in the $q$-coordinates, which is, simply the Euclidean metric. However, as before, we need to satisfy the normalization constraint 6.1.23 which now becomes $q_{k}=\sqrt{1-\sum_{j=1}^{k-1}\left(q_{j}\right)^{2}}$. Using $\frac{\partial q_{k}}{\partial q_{j}}=-\frac{q_{j}}{q_{k}}$ for $j=1, \ldots, k-1$, we obtain

$$
\left(g^{i j}(q)\right)_{i j}=\frac{4}{q_{k}^{2}}\left(\begin{array}{cccc}
q_{k}^{2}+q_{1}^{2} & q_{1} q_{2} & \cdots & q_{1} q_{k-1}  \tag{6.1.30}\\
q_{1} q_{2} & q_{k}^{2}+q_{2}^{2} & \cdots & q_{2} q_{k-1} \\
\vdots & \vdots & \ddots & \vdots \\
q_{1} q_{k-1} & q_{2} q_{k-1} & \cdots & q_{k}^{2}+q_{k-1}^{2}
\end{array}\right)
$$

Since this has been obtained by restricting the Euclidean metric to the unit sphere, it must be the standard metric on the unit sphere $S^{k-1}$, up to the factor 4 that emerged in our computations. Since the standard metric on the sphere has sectional curvature $\equiv 1$, and since the curvature of a Riemannian metric scales with the inverse of a scaling factor, our factor 4 leads to the following lemma.

Lemma 6.3. The Fisher metric on the standard simplex $\Sigma^{k-1}$ is four times the standard metric on the unit sphere $S^{k-1}$, and its sectional curvature is equal to $\frac{1}{4}$.

### 6.2. The affine Laplacian on the state space

Given an affine structure with coordinates $\eta_{i}, i=1, \ldots, k$ as above and a metric $g_{i j}$, we formulate

Definition 6.4. The operator given by

$$
\begin{equation*}
A:=\sum_{i, j} g^{i j} \frac{\partial^{2}}{\partial \eta_{i} \partial \eta_{j}} \tag{6.2.1}
\end{equation*}
$$

is called the affine Laplacian.
A solution of

$$
\begin{equation*}
A f=0 \tag{6.2.2}
\end{equation*}
$$

is called an affine harmonic function.
Lemma 6.5. For the function

$$
\begin{equation*}
\varphi(\eta)=\sum_{\alpha} q_{\alpha}(\eta) \log q_{\alpha}(\eta) \tag{6.2.3}
\end{equation*}
$$

of (6.1.5), we have

$$
\begin{equation*}
A \varphi=k \equiv \mathrm{const} . \tag{6.2.4}
\end{equation*}
$$

The proof is obvious from the definition $\sqrt{6.1 .7}$ ) of the Fisher metric.
This result will play an useful role below when we want to understand exit times of genetic drift.

### 6.2.1. The affine Laplacian in dual coordinates

We can transform the affine Laplacian from the coordinates $\eta_{i}$ to the dual coordinates $\vartheta^{i}$. Even though those dual coordinates also define an affine structure that is dual to the original one, this transformation is not affine itself, simply because the two affine structures are different. Therefore, in the $\vartheta$-coordinates, $A$ will acquire an additional first order term. We have

$$
\begin{equation*}
\frac{\partial^{2}}{\partial \eta_{i} \partial \eta_{j}}=\sum_{\ell, m} \frac{\partial \vartheta^{\ell}}{\partial \eta_{i}} \frac{\partial \vartheta^{m}}{\partial \eta_{j}} \frac{\partial^{2}}{\partial \vartheta^{\ell} \partial \vartheta^{m}}+\sum_{\ell} \frac{\partial^{2} \vartheta^{\ell}}{\partial \eta_{i} \partial \eta_{j}} \frac{\partial}{\partial \vartheta^{\ell}} \tag{6.2.5}
\end{equation*}
$$

Here and in the sequel, all sums range from 1 to $k-1$.
We recall 6.1.11, i.e.,

$$
\begin{equation*}
g_{i j}(\eta)=\frac{\partial^{2} \varphi(\eta)}{\partial \eta_{i} \eta_{j}}=\frac{\partial \vartheta^{i}}{\partial \eta_{j}} \tag{6.2.6}
\end{equation*}
$$

and therefore obtain

$$
\begin{equation*}
A=\sum_{i, j} g^{i j}(\eta) \frac{\partial^{2}}{\partial \eta_{i} \partial \eta_{j}}=\sum_{\ell, m} g_{\ell m} \frac{\partial^{2}}{\partial \vartheta^{\ell} \partial \vartheta^{m}}+\sum_{i, j, \ell} g^{i j}(\eta) \frac{\partial^{3} \varphi(\eta)}{\partial \eta_{i} \partial \eta_{j} \partial \eta_{\ell}} \frac{\partial}{\partial \vartheta^{\ell}} \tag{6.2.7}
\end{equation*}
$$

Since $g^{i j}(\eta)=\eta_{i}\left(\delta_{i j}-\eta_{j}\right)$ and $\frac{\partial^{3} \varphi(\eta)}{\partial \eta_{i} \partial \eta_{j} \partial \eta_{\ell}}=-\frac{1}{\left(\eta_{i}\right)^{2}} \delta_{i j} \delta_{i l}+\frac{1}{\left(\eta_{k}\right)^{2}}$ by 6.1.6), we obtain

$$
\begin{align*}
A & =\sum_{\ell, m}\left(\frac{\delta_{\ell m}}{\eta_{\ell}}+\frac{1}{\eta_{k}}\right) \frac{\partial^{2}}{\partial \vartheta^{\ell} \partial \vartheta^{m}}+\sum_{\ell}\left(-\frac{1}{\eta_{\ell}}+\frac{1}{\eta_{k}}+k-2\right) \frac{\partial}{\partial \vartheta^{\ell}} . \\
& =\sum_{\ell, m}\left(\frac{\delta_{\ell m}}{e^{\left(\vartheta_{\ell}\right)}}+1\right)\left(1-\sum_{i} e^{\vartheta^{i}}\right) \frac{\partial^{2}}{\partial \vartheta^{\ell} \partial \vartheta^{m}}+\sum_{\ell}\left(-\frac{1-\sum_{i} e^{\vartheta^{i}}}{e^{\vartheta^{\ell}}}+k-1-\sum_{i} e^{\vartheta^{i}}\right) \frac{\partial}{\partial \vartheta^{\ell}} . \tag{6.2.8}
\end{align*}
$$

Here, $\vartheta^{i}$ ranges between $-\infty$ and $\log \left(\frac{1}{\eta_{k}}\right)$. Thus, we have transformed the singularity at the boundary, where some $\eta_{i}$ become 0 , to $-\infty$.

### 6.2.2. The affine and the Beltrami Laplacian on the sphere

Under the coordinate transformations from $p^{i}$ on the simplex to the coordinates $q^{i}=$ $\sqrt{p^{i}}$ on the sphere, the affine Laplacian becomes

$$
\begin{equation*}
\frac{\partial^{2}}{\partial p^{i} \partial p^{j}}=\sum_{\ell, m} \frac{\partial q^{\ell}}{\partial p^{i}} \frac{\partial q^{m}}{\partial p^{j}} \frac{\partial^{2}}{\partial q^{\ell} \partial q^{m}}+\sum_{\ell} \frac{\partial^{2} q^{\ell}}{\partial p^{i} \partial p^{j}} \frac{\partial}{\partial q^{\ell}} \tag{6.2.9}
\end{equation*}
$$

Then on the sphere, the affine Laplacian is given by the form

$$
A=\bar{g}^{\ell m}(q) \frac{\partial^{2}}{\partial q^{\ell} \partial q^{m}}+\frac{1-\left(q^{\ell}\right)^{2}}{4 q^{\ell}} \frac{\partial}{\partial q^{\ell}}
$$

where $\bar{g}^{\ell m}(q)=\frac{1}{4}\left(\delta_{\ell m}-q^{\ell} q^{m}\right)$ is the inverse metric tensor on the sphere.

We know that on the simplex the difference of the affine Laplacian from Beltrami Laplacian is twice of the Christoffel force, when we change the coordinates to the sphere, it adds some additional first order terms. To detail on this, let us consider the Beltrami Laplacian on the sphere

$$
\Delta_{\bar{g}}(q)=\bar{g}^{\ell m}(q) \frac{\partial^{2}}{\partial q^{\ell} \partial q^{m}}+\frac{(1-n) q^{\ell}}{4} \frac{\partial}{\partial q^{\ell}} .
$$

6.2.3. Eigenvalues and eigenfunctions of $A$ and $A^{*}$ and orthogonality relations

In this subsection, we will summarize some properties of the operator $A$ defined from $K=C_{0}^{\infty}(\Omega)$ into itself and its dual $A^{*}$ defined from $C^{\infty}(\Omega)$ into itself. First, we recall

$$
w\left(x^{1}, \ldots, x^{n}\right)=x^{1} x^{2} \ldots x^{n}\left(1-x^{1}-\ldots-x^{n}\right)
$$

the weight function, we have the following propositions
Proposition 6.6. The spectra of $A$ and $A^{*}$ are the same, and are given by

$$
\operatorname{Spec}(A)=\operatorname{Spec}\left(A^{*}\right)=\bigcup_{m \geq 0}\left\{\lambda_{m}=\frac{(m+n)(m+n+1)}{2}\right\}=\Lambda_{n} .
$$

Proposition 6.7. The eigenvectors of $A$ corresponding to the eigenvalue $\lambda_{m}$ are

$$
w\left(x^{1}, \ldots, x^{n}\right) \mathcal{E}_{m_{1}, \ldots, m_{n}}\left(2 n+1,2, \ldots, 2 ; x^{1}, \ldots, x^{n}\right) .
$$

It follows that the eigenspace corresponding to the eigenvalue $\lambda_{m}$ is of dimension $\binom{n+m-1}{n-1}$.
Proposition 6.8. The eigenvectors of $A^{*}$ corresponding to the eigenvalue $\lambda_{m}$ are

$$
\mathcal{F}_{m_{1}, \ldots, m_{n}}\left(2 n+1,2, \ldots, 2 ; x^{1}, \ldots, x^{n}\right) .
$$

It follows the eigenspace corresponding to the eigenvalue $\lambda_{m}$ is of dimension $\binom{n+m-1}{n-1}$.
Proposition 6.9. The eigenvetors of $A$ and $A^{*}$ form a biorthogonal system with the weight function $w$, i.e.

$$
\begin{aligned}
& \int_{\Omega} \mathcal{F}_{m_{1}, \ldots, m_{n}}\left(2 n+1,2, \ldots, 2 ; x^{1}, \ldots, x^{n}\right) \\
& \quad \times w\left(x^{1}, \ldots, x^{n}\right) \mathcal{E}_{m_{1}, \ldots, m_{n}}\left(2 n+1,2, \ldots, 2 ; x^{1}, \ldots, x^{n}\right) d x^{1} \ldots d x^{n} \\
& =K_{m_{1}, \ldots, m_{n}} \delta_{m_{1}, m_{1}^{\prime}} \ldots \delta_{m_{n}, m_{n}^{\prime}} .
\end{aligned}
$$

where

$$
K_{m_{1}, \ldots m_{n}}=\frac{1}{\left(m_{1}+1\right) \ldots\left(m_{n}+1\right)\left(m_{1}+\ldots+m_{n}+2\right)_{2 n-1}\left(2 m_{1}+\ldots+2 m_{n}+2 n+1\right)} .
$$

### 6.3. Dynamics on the whole state space

In Chapter 3, we learned that the diffusion equation approximation to the general WF models is given in backward form by the equation

$$
\frac{\partial u}{\partial t}=\frac{1}{2} g^{i j}(p) \frac{\partial^{2} u}{\partial p^{i} \partial p^{j}}
$$

where $\left(g^{i j}(p)\right)$ is the covariance matrix of the multinomial distribution. In the point of view of Principle of Optimal Randomness (see for example [5]) we will represent this as follows

$$
\frac{\partial u}{\partial t}=\frac{1}{2} \Delta_{g} u+c h^{i}(p) \frac{\partial u}{\partial p^{i}}
$$

where $c h^{k}(p)=\frac{1}{2} g^{i j}(p) \Gamma_{i j}^{k}(p)$ is the Christoffel force and $\Delta_{g}$ is the Laplace-Beltrami operator with respect to the metric $g_{i j}$. The Christoffel forces can be obtained easily by the following lemma

Lemma 6.10. The Christoffel forces (velocities) of the BKE of the general WF model are

$$
c h^{k}(p)=-\frac{1}{4}\left(1-n p^{k}\right)
$$

Proof. The covariance matrix of the multinomial distribution is given by $g^{i j}(p)=p^{i}\left(\delta_{i j}-\right.$ $p^{j}$ ) and its inverse is given by the Fisher metric $g_{i j}(p)=\frac{\delta_{i j}}{p^{i}}+\frac{1}{p^{n}}$. Then the Christoffel symbols are

$$
\begin{gathered}
\Gamma_{i j, k}(p)=\frac{1}{2}\left(g_{i k, j}(p)+g_{j k, i}(p)-g_{i j, k}(p)\right)=-\frac{1}{2}\left(\frac{\delta_{i j k}}{\left(p^{i}\right)^{2}}+\frac{1}{\left(p^{n}\right)^{2}}\right) \\
\Gamma_{i j}^{k}(p)=g^{k l}(p) \Gamma_{i j, l}(p)=\frac{1}{2}\left(-\frac{\delta_{i j k}}{p^{k}}+\frac{\delta_{i j} p^{k}}{p^{i}}+\frac{p^{k}}{p^{n}}\right)
\end{gathered}
$$

Therefore the Christoffel force are

$$
c h^{k}(p)=\frac{1}{2} g^{i j}(p) \Gamma_{i j}^{k}(p)=-\frac{1}{4}\left(1-n p^{k}\right)
$$

Here, we give some immediate interpretations (see [5]) of the above results
(i) The Christoffel velocities vanish at the centroid of the frequency space, so that near the centroid, the diffusion equation for the general WF model is very well approximated by that of spherical Brownian motion.
(ii) The Christoffel velocities drive the populations toward the vertices of the frequency space. These forces should not be confused with the biologically real forces of mutation or selection.
(iii) The diffusion equation for $n$-allele random drift is invariant under the group of isometries of frequency space. This can be shown to be isomorphic to the group of permutations S , of the n allelic frequencies among themselves. The diffusion equation for random drift is optimally random relative to this permutation group but is not relative to the full group of isometries of an $(n-1)$-sphere.
(iv) Since it is a property of Brownian motion on an $(n-1)$-sphere that equal distances have equal mean transit times, this is definitely not true for the diffusion equation of the general WF model. Therefore, the exact (rather than relative) positions of populations are necessary in order to compute mean transit times precisely.

## Appendix A

## Introduction to hypergeometric

## functions

In this appendix, we briefly introduce hypergeometric functions used in Chapter 4. These functions are most useful tools for solving singular linear second order ODEs. We refer readers to [1], [72], [73] for further details.

## A.1. Gegenbauer polynomials

Definition A.1. Gegenbauer polynomials or ultraspherical polynomials (named for Leopold Gegenbauer) $C_{n}^{\alpha}(x)$ are defined in terms of their generating function ([72, § IV.2]):

$$
\frac{1}{\left(1-2 x t+t^{2}\right)^{\alpha}}=\sum_{n \geq 0} C_{n}^{\alpha}(x) t^{n}
$$

They generalize the Legendre polynomials and the Chebyshev polynomials, and are special cases of the Jacobi polynomials.
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- The Gegenbauer polynomials satisfy the recurrence relation

$$
\begin{align*}
& C_{0}^{\alpha}(x)=1  \tag{A.1.1}\\
& C_{1}^{\alpha}(x)=2 \alpha x  \tag{A.1.2}\\
& C_{n}^{\alpha}(x)=\frac{1}{n}\left[2 x(n+\alpha-1) C_{n-1}^{\alpha}(x)-(n+2 \alpha-2) C_{n-2}^{\alpha}(x)\right] \tag{A.1.3}
\end{align*}
$$

- The Gegenbauer polynomials are particular solutions of the Gegenbauer differential equation

$$
\begin{equation*}
\left(1-x^{2}\right) y^{\prime \prime}-(2 \alpha+1) x y^{\prime}+n(n+2 \alpha) y=0 \tag{A.1.4}
\end{equation*}
$$

- The Gegenbauer polynomials are special cases of the Jacobi polynomials

$$
C_{n}^{(\alpha)}(x)=\frac{(2 \alpha)_{n}}{\left(\alpha+\frac{1}{2}\right)_{n}} P_{n}^{(\alpha-1 / 2, \alpha-1 / 2)}(x)
$$

Proposition A.3. [1, p. 774] For a fixed $\alpha$, the Gegenbauer polynomials are orthogonal polynomials on the interval $[-1,1]$ with respect to the weight function $\left(1-x^{2}\right)^{\alpha-\frac{1}{2}}$ :

$$
\begin{equation*}
\int_{-1}^{1}\left(1-x^{2}\right)^{\alpha-\frac{1}{2}}\left[C_{n}^{(\alpha)}(x)\right]\left[C_{m}^{(\alpha)}(x)\right] d x=\delta_{n m} \frac{\pi 2^{1-2 \alpha} \Gamma(n+2 \alpha)}{n!(n+\alpha)[\Gamma(\alpha)]^{2}} \tag{A.1.5}
\end{equation*}
$$

## A.2. Jacobi polynomials

## Definition A.4.

$$
P_{n}^{(\alpha, \beta)}(z)=\frac{\Gamma(\alpha+n+1)}{n!\Gamma(\alpha+\beta+n+1)} \sum_{m=0}^{n}\binom{n}{m} \frac{\Gamma(\alpha+\beta+n+m+1)}{\Gamma(\alpha+m+1)}\left(\frac{z-1}{2}\right)^{m}
$$

Proposition A.5. - The Jacobi polynomials show the symmetry relation

$$
P_{n}^{(\alpha, \beta)}(-z)=(-1)^{n} P_{n}^{(\beta, \alpha)}(z)
$$

- The $k^{\text {th }}$ derivative of the explicit expression leads to

$$
\frac{\mathrm{d}^{k}}{\mathrm{~d} z^{k}} P_{n}^{(\alpha, \beta)}(z)=\frac{\Gamma(\alpha+\beta+n+1+k)}{2^{k} \Gamma(\alpha+\beta+n+1)} P_{n-k}^{(\alpha+k, \beta+k)}(z)
$$

- The Jacobi polynomial $P_{n}^{(\alpha, \beta)}$ is a solution of the second order linear homogeneous differential equation

$$
\begin{equation*}
\left(1-x^{2}\right) y^{\prime \prime}+(\beta-\alpha-(\alpha+\beta+2) x) y^{\prime}+n(n+\alpha+\beta+1) y=0 \tag{A.2.1}
\end{equation*}
$$

- The Jacobi polynomials are special cases of the hypergeometric polynomials

$$
P_{n}^{(\alpha, \beta)}(z)=\frac{(\alpha+1)_{n}}{n!}{ }_{2} F_{1}\left(-n, 1+\alpha+\beta+n ; \alpha+1 ; \frac{1-z}{2}\right)
$$

Proposition A.6. For fixed $\alpha>-1$ and $\beta>-1$, the Jacobi polynomials are orthogonal polynomials on the interval $[-1,1]$ with respect to the weight function $(1-x)^{\alpha}(1+x)^{\beta}$ :
$\int_{-1}^{1}(1-x)^{\alpha}(1+x)^{\beta} P_{m}^{(\alpha, \beta)}(x) P_{n}^{(\alpha, \beta)}(x) d x=\frac{2^{\alpha+\beta+1}}{2 n+\alpha+\beta+1} \frac{\Gamma(n+\alpha+1) \Gamma(n+\beta+1)}{\Gamma(n+\alpha+\beta+1) n!} \delta_{n m}$

## A.3. Hypergeometric functions

Definition A.7. The Gaussian or ordinary hypergeometric function ${ }_{2} F_{1}(a, b ; c ; z)$ is a special function represented by the hypergeometric series,

$$
\begin{equation*}
{ }_{2} F_{1}(a, b ; c ; z)=\sum_{n=0}^{\infty} \frac{(a)_{n}(b)_{n}}{(c)_{n}} \frac{z^{n}}{n!} \tag{A.3.1}
\end{equation*}
$$

provided $c$ is not $0,-1,-2, \ldots$, where the Pochhammer symbol is given by

$$
\begin{equation*}
(a)_{n}=a(a+1)(a+2) \cdots(a+n-1)=\frac{\Gamma(a+n)}{\Gamma(a)},(a)_{0}=1 \tag{A.3.2}
\end{equation*}
$$

For complex values of $z$ it can be analytically continued along any path that avoids the branch points 0 and 1 .

Proposition A.8. The hypergeometric function is a solution of the Euler's hypergeometric differential equation

$$
\begin{equation*}
z(1-z) \frac{d^{2} w}{d z^{2}}+[c-(a+b+1) z] \frac{d w}{d z}-a b w=0 \tag{A.3.3}
\end{equation*}
$$

which has three regular singular points: 0, 1 and $\infty$. The generalization of this equation to three arbitrary regular singular points is given by Riemann's differential equation. Any second order differential equation with three regular singular points can be converted to the hypergeometric differential equation by a change of variables.

Proposition A.9. - The Jacobi polynomials $P_{n}^{(\alpha, \beta)}$ and their special cases the Legendre polynomials, the Chebyshev polynomials, the Gegenbauer polynomials can be written in terms of hypergeometric functions using the following

$$
{ }_{2} F_{1}(-n, \alpha+1+\beta+n ; \alpha+1 ; x)=\frac{n!}{(\alpha+1)_{n}} P_{n}^{(\alpha, \beta)}(1-2 x)
$$

- The Gegenbauer polynomials are given as Gaussian hypergeometric series where the series is finite

$$
C_{n}^{(\alpha)}(z)=\frac{(2 \alpha)_{n}}{n!}{ }_{2} F_{1}\left(-n, 2 \alpha+n ; \alpha+\frac{1}{2} ; \frac{1-z}{2}\right) .
$$

## Appendix B

## Introduction to generalized hypergeometric functions

In this appendix, we give an overview of generalized hypergeometric functions used in Chapter 5. These functions are very useful tools for solving singular linear second order equations of multivariables. We refer readers to [11], [12], [13], [15], [26], [54] for further details.

## B.1. Appell's generalized hypergeometric functions

Definition B.1. In 1880, Appell [11, 12 introduced the concept of a generalized hypergeometric function

$$
{ }_{2} F_{2}\left(a, b, b^{\prime} ; c, c^{\prime} ; x, y\right)=\sum_{j=0}^{\infty} \sum_{k=0}^{\infty}(a)_{j+k} \frac{(b)_{j}\left(b^{\prime}\right)_{k}}{(c)_{j}\left(c^{\prime}\right)_{k}} \frac{x^{j} y^{k}}{j!k!}
$$

Proposition B.2. (i) ${ }_{2} F_{2}\left(a, b, b^{\prime} ; c, c^{\prime} ; x, y\right)$ is a solution to the equation

$$
x(1-x) z_{x x}-x y z_{x y}+(c-(a+b+1) x) z_{x}-b y z_{y}-a b z=0
$$

(ii) ${ }_{2} F_{2}\left(a, b, b^{\prime} ; c, c^{\prime} ; x, y\right)$ is a solution to the equation

$$
y(1-y) z_{y y}-x y z_{x y}+\left(c^{\prime}-\left(a+b^{\prime}+1\right) x\right) z_{y}-b^{\prime} x z_{x}-a b^{\prime} z=0
$$

(iii) ${ }_{2} F_{2}\left(a, b, b^{\prime} ; c, c^{\prime} ; x, y\right)$ is a solution to the equation

$$
\begin{gathered}
x(1-x) z_{x x}-2 x y z_{x y}+y(1-y) z_{y y}+\left(c-\left(a+b+b^{\prime}+1\right) x\right) z_{x} \\
+\left(c^{\prime}-\left(a+b+b^{\prime}+1\right) y\right) z_{y}-a\left(b+b^{\prime}\right) z=0
\end{gathered}
$$

Proof. Firstly, note that we need only to prove the first assertion, the second follows immediately by interchanging $x$ and $y, b$ and $b^{\prime}, c$ and $c^{\prime}$ respectively, the last assertion can be obtained when we add the first two assertions.

We use the method of equality of coefficients to prove the first assertion as follows. We denote by $[v][j, k]$ the coefficient of $x^{j} y^{k}$ in the Taylor's expansion at $(0,0)$ of $v$. Then for

$$
v=\sum_{j=0}^{\infty} \sum_{k=0}^{\infty}(a)_{j+k} \frac{(b)_{j}\left(b^{\prime}\right)_{k}}{(c)_{j}\left(c^{\prime}\right)_{k}} \frac{x^{j} y^{k}}{j!k!}
$$

we have

- $[v][j, k]=\frac{(a)_{j+k}(b)_{j}\left(b^{\prime}\right)_{k}}{(c)_{j}\left(c^{\prime}\right)_{k} j!k!}$;
- $\left[v_{x}\right][j, k]=\frac{(a)_{j+k+1}(b)_{j+1}\left(b^{\prime}\right)_{k}}{(c)_{j+1}\left(c^{\prime}\right)_{k} j!k!} ;$
- $\left[v_{y}\right][j, k]=\frac{(a)_{j+k+1}(b)_{j}\left(b^{\prime}\right)_{k+1}}{(c)_{j+1}\left(c^{\prime}\right)_{k+1}!!k!}$;
- $\left[v_{x x}\right][j, k]=\frac{(a)_{j+k+2}(b)_{j+2}\left(b^{\prime}\right)_{k}}{(c)_{j+2}\left(c^{\prime}\right)_{k} j!k!}$;
- $\left[v_{x y}\right][j, k]=\frac{(a)_{j+k+2}(b)_{j+1}\left(b^{\prime}\right)_{k+1}}{(c)_{j+1}\left(c^{\prime}\right)_{k+1} j!k!}$;
- $\left[x v_{x}\right][j, k]=\frac{(a)_{j+k}(b)_{j}\left(b^{\prime}\right)_{k}}{(c)_{j}\left(c^{\prime}\right)_{k}(j-1)!k!} ;$
- $\left[y v_{y}\right][j, k]=\frac{(a)_{j+k}(b)_{j}\left(b^{\prime}\right)_{k}}{(c)_{j}\left(c^{\prime}\right)_{k} j!(k-1)!} ;$
- $\left[x v_{x x}\right][j, k]=\frac{(a)_{j+k+1}(b)_{j+1}\left(b^{\prime}\right)_{k}}{(c)_{j+1}\left(c^{\prime}\right)_{k}(j-1)!k!} ;$
- $\left[x^{2} v_{x x}\right][j, k]=\frac{(a)_{j+k}(b)_{j}\left(b^{\prime}\right)_{k}}{(c)_{j}\left(c^{\prime}\right)_{k}(j-2)!k!} ;$

Therefore,

$$
\begin{aligned}
{[x(1-x)} & \left.v_{x x}-x y v_{x y}+(c-(a+b+1) x) v_{x}-b y v_{y}-a b v\right][j, k] \\
& =\left[x v_{x x}\right][j, k]-\left[x v_{x x}\right][j, k]-\left[x y v_{x y}\right][j, k] \\
& +c\left[v_{x}\right][j, k]-(a+b+1)\left[x v_{x}\right][j, k]-b\left[y v_{y}\right][j, k]-a b[v][j, k] \\
& =\frac{(a)_{j+k}(b)_{j}\left(b^{\prime}\right)_{k}}{(c)_{j}\left(c^{\prime}\right)_{k} j!k!}\left\{\frac{(a+j+k)(b+j)}{c+j} j-j(j-1)-j k\right. \\
& \left.+c \frac{(a+j+k)(b+j)}{c+j}-(a+b+1) j-b k-a b\right\} \\
& =0 .
\end{aligned}
$$

This holds for all $j, k \geq 0$, thus

$$
x(1-x) v_{x x}-x y v_{x y}+(c-(a+b+1) x) v_{x}-b y v_{y}-a b v=0
$$

i.e. $v$ is the solution of the first equation. This completes the proof.

## B.2. Lauricella's generalized hypergeometric functions

## Definition B.3.

$$
\begin{aligned}
{ }_{2} F_{n}\left(a, b_{1}, \ldots, b_{n} ; c_{1}\right. & \left., \ldots c_{n} ; x^{1}, \ldots, x^{n}\right) \\
& =\sum_{m_{1}, \ldots, m_{n}=0}^{\infty} \frac{(a)_{m_{1}+\ldots+m_{n}}\left(b_{1}\right)_{m_{1}} \ldots\left(b_{n}\right)_{m_{n}}}{\left(c_{1}\right)_{m_{1}} \ldots\left(c_{n}\right)_{m_{n}}} \frac{\left(x^{1}\right)^{m_{1}}}{m_{1}!} \cdots \frac{\left(x^{n}\right)^{m_{n}}}{m_{n}!}
\end{aligned}
$$

Proposition B.4. (i) ${ }_{2} F_{n}\left(a, b_{1}, \ldots, b_{n} ; c_{1}, \ldots c_{n} ; x^{1}, \ldots, x^{n}\right)$ is a solution to the equation

$$
\mathcal{A}_{i} z=\sum_{j=1}^{n} x^{i}\left(\delta_{i j}-x^{j}\right) z_{x^{i} x^{j}}+\left(c_{i}-(a+1) x^{i}\right) z_{x^{i}}-b_{i} \sum_{j=1}^{n} x^{j} z_{x^{j}}-a b_{i} z=0 ; \forall i=\overline{1, n}
$$

(ii) ${ }_{2} F_{n}\left(a, b_{1}, \ldots, b_{n} ; c_{1}, \ldots c_{n} ; x^{1}, \ldots, x^{n}\right)$ is a solution to the equation

$$
\sum_{i, j=1}^{n} x^{i}\left(\delta_{i j}-x^{j}\right) z_{x^{i} x^{j}}+\sum_{i=1}^{n}\left(c_{i}-\left(a+b_{1}+\cdots+b_{n}+1\right) x^{i}\right) z_{x^{i}}-a\left(b_{1}+\ldots+b_{n}\right) z=0
$$

Proof. It is easy to see that the second assertion follows by adding the equalities in the first assertion for varying $i$. So we need only show the first assertion.

Similar to the case of two variables, for any given $\left(m_{1}, \ldots, m_{n}\right)$, we denote by $[v]=$ $[v]\left[m_{1}, \ldots, m_{n}\right]$ the coefficient of $\left(x^{1}\right)^{m_{1}} \ldots\left(x^{n}\right)^{m_{n}}$ in the Taylor's expansion at $(\underbrace{0, \ldots, 0}_{n})$. Then we have

- $[v]=\frac{(a)_{m_{1}+\ldots m_{n}}\left(b_{1}\right)_{m_{1} \ldots\left(b_{n}\right)_{m_{n}}}}{\left(c_{1}\right)_{m_{1} \ldots\left(c_{n}\right)_{m_{n}} m_{1}!\ldots m_{n}!} ; ~}$
$-\left[v_{x^{i}}\right]=\frac{(a)_{m_{1}+\ldots m_{n}+1}\left(b_{1}\right)_{m_{1}} \ldots\left(b_{i}\right)_{m_{i}+1 \ldots\left(b_{n}\right)_{m_{n}}}}{\left(c_{1}\right)_{m_{1} \ldots( } \ldots\left(c_{i}\right)_{m_{i}+1}+\left(c_{n}\right)_{m_{n}} m_{1}!\ldots\left(m_{i}-1\right)!\ldots m_{n}!} ;$

$\bullet\left[v_{x^{i} x^{i}}\right]=\frac{(a)_{m_{1}+\ldots m_{n}+2}\left(b_{1}\right)_{m_{1}} \ldots\left(b_{i}\right)_{m_{i}+2 \ldots\left(b_{n}\right)_{m_{n}}}}{\left(c_{1}\right)_{m_{1}} \ldots\left(c_{i}\right)_{m_{i}+1 \ldots\left(c_{n}\right)_{m_{n}} m_{1}!\ldots\left(m_{i}-2\right)!\ldots m_{n}!}} ;$

$\bullet\left[\left(x^{i}\right)^{2} v_{x^{i} x^{i}}\right]=\frac{(a)_{m_{1}, \ldots, m_{n}}\left(b_{1}\right)_{m_{1} \ldots\left(b_{n}\right)_{m_{n}}}^{\left(c_{1}\right)_{m_{1} \ldots\left(c_{n}\right)}^{m_{n}} m_{1}!\ldots\left(m_{i}-2\right)!\ldots m_{n}!} ;}{} ;$
$\bullet\left[x^{i} x^{j} v_{x^{i} x^{j}}\right]=\frac{(a)_{m_{1}, \ldots, m_{n}}\left(b_{1}\right)_{m_{1} \ldots\left(b_{n}\right)_{m_{n}}}^{\left(c_{1}\right)_{m_{1}} \ldots\left(c_{n}\right)_{m_{n}} m_{1}!\ldots\left(m_{i}-1\right)!\ldots\left(m_{j}-1\right)!\ldots m_{n}!}}{} ; \quad$ for $i \neq j$


Therefore

$$
\begin{aligned}
{\left[\mathcal{A}_{i} v\right] } & =\left[x^{i} v_{x^{i} x^{i}}\right]-\left[\left(x^{i}\right)^{2} v_{x^{i} x^{i}}\right]-\sum_{j \neq i}\left[x^{i} x^{j} v_{x^{i} x^{i}}\right]+c_{i}\left[v_{x^{i}}\right] \\
& -(a+1)\left[x^{i} v_{x^{i}}\right]-b_{i} \sum_{j=1}^{n}\left[x^{j} v_{x^{j}}\right]-a b_{i}[v] \\
& =K\left\{\frac{\left(a+m_{1}, \ldots, m_{n}\right)\left(b_{i}+m_{i}\right)}{c_{i}+m_{i}} m_{i}-m_{i}\left(m_{i}-1\right)-\sum_{j \neq i} m_{i} m_{j}\right. \\
& \left.+c_{i} \frac{\left(a+m_{1}, \ldots, m_{n}\right)\left(b_{i}+m_{i}\right)}{c_{i}+m_{i}}-(a+1) m_{i}-b_{i} \sum_{j=1}^{n} m_{j}-a b_{i}\right\} \\
& =0
\end{aligned}
$$

This holds for all $\left(m_{1}, \ldots, m_{n}\right)$ so

$$
\mathcal{A}_{i} v=0,
$$

i.e. $v$ is the solution of the first equation. This completes the proof.

## B.3. Biorthogonal systems

In 1881, Appell [13] introduced the polynomials

$$
F_{m, n}\left(\alpha, \gamma, \gamma^{\prime} ; x, y\right)=\frac{[w(x, y)]^{-1}}{(\gamma)_{m}\left(\gamma^{\prime}\right)_{n}} \frac{\partial^{m+n}}{\partial x^{m} \partial y^{n}}\left(w(x, y) x^{m} y^{n}(1-x-y)^{m+n}\right)
$$

in connection with analysis of polynomials orthogonal with respect to the weight function

$$
w(x, y)=x^{\gamma-1} y^{\gamma^{\prime}-1}(1-x-y)^{\alpha-\gamma-\gamma^{\prime}}
$$

in the triangle $T=\overline{V_{2}}$.
In 1882 , he also proved that in the special case $\alpha=\gamma+\gamma^{\prime}$, two families of functions

$$
F_{m, n}\left(\gamma, \gamma^{\prime} ; x, y\right)=\frac{[t(x, y)]^{-1}}{(\gamma)_{m}\left(\gamma^{\prime}\right)_{n}} \frac{\partial^{m+n}}{\partial x^{m} \partial y^{n}}\left(t(x, y) x^{m} y^{n}(1-x-y)^{m+n}\right)
$$

and

$$
E_{m, n}\left(\gamma, \gamma^{\prime} ; x, y\right)={ }_{2} F_{2}\left(\gamma+\gamma^{\prime}+m+n,-m,-n ; \gamma, \gamma^{\prime} ; x, y\right)
$$

form a biorthogonal system with the weight function

$$
t(x, y)=x^{\gamma-1} y^{\gamma^{\prime}-1}
$$

i.e.

$$
\begin{aligned}
\iint_{T} t(x, y) & F_{m, n}\left(\gamma, \gamma^{\prime} ; x, y\right) E_{k, l}\left(\gamma, \gamma^{\prime} ; x, y\right) d x d y \\
& =\frac{\delta_{m k} \delta_{n l} \Gamma(\gamma) \Gamma\left(\gamma^{\prime}\right) m!n!(m+n)!}{\left(\gamma+\gamma^{\prime}+2 m+2 n\right) \Gamma\left(\gamma+\gamma^{\prime}+m+n\right)(\gamma)_{m}\left(\gamma^{\prime}\right)_{n}}
\end{aligned}
$$

Definition B.5. In $n$ dimensions, we call

$$
w\left(x^{1}, \ldots, x^{n}\right)=\left(x^{1}\right)^{\gamma_{1}-1} \ldots\left(x^{n}\right)^{\gamma_{n}-1}\left(1-x^{1}-\ldots-x^{n}\right)^{\alpha-\gamma_{1}-\ldots-\gamma_{n}}
$$

the weight function on $V_{n}$ and

$$
\begin{aligned}
& \mathcal{E}_{m_{1}, \ldots, m_{n}}\left(\alpha, \gamma_{1}, \ldots, \gamma_{n} ; x^{1}, \ldots, x^{n}\right) \\
& \quad={ }_{2} F_{n}\left(\alpha+m_{1}+\ldots+m_{n},-m_{1}, \ldots,-m_{n} ; \gamma_{1}, \ldots \gamma_{n} ; x^{1}, \ldots, x^{n}\right)
\end{aligned}
$$

and

$$
\begin{array}{r}
\mathcal{F}_{m_{1}, \ldots, m_{n}}\left(\alpha, \gamma_{1}, \ldots, \gamma_{n} ; x^{1}, \ldots, x^{n}\right)=\frac{\left[w\left(x^{1}, \ldots, x^{n}\right)\right]^{-1}}{\left(\gamma_{1}\right)_{m_{1}} \ldots\left(\gamma_{n}\right)_{m_{n}}}\left\{\frac{\partial^{m_{1}+\ldots+m_{n}}}{\partial\left(x^{1}\right)^{m_{1}} \ldots \partial\left(x^{n}\right)^{m_{n}}}\right. \\
\left.\left(w\left(x^{1}, \ldots, x^{n}\right)\left(x^{1}\right)^{m_{1}} \ldots\left(x^{n}\right)^{m_{n}}\left(1-x^{1}-\ldots-x^{n}\right)^{m_{1}+\ldots+m_{n}}\right)\right\}
\end{array}
$$

corresponding biorthogonal systems.
We have some properties of two families of hypergeometric functions as follows

Proposition B.6. Each

$$
\mathcal{F}_{m_{1}, \ldots, m_{n}}\left(\alpha, \gamma_{1}, \ldots, \gamma_{n} ; x^{1}, \ldots, x^{n}\right)
$$

and

$$
\mathcal{E}_{m_{1}, \ldots, m_{n}}\left(\alpha, \gamma_{1}, \ldots, \gamma_{n} ; x^{1}, \ldots, x^{n}\right)
$$

is a solution of the equation
$\sum_{i, j=1}^{n} x^{i}\left(\delta_{i j}-x^{j}\right) z_{x^{i} x^{j}}+\sum_{i=1}^{n}\left(\gamma_{i}-(\alpha+1) x^{i}\right) z_{x^{i}}+\left(m_{1}+\ldots+m_{n}\right)\left(\alpha+m_{1}+\ldots+m_{n}\right) z=0$.
Proof. From Proposition B.4, it is easy to see that

$$
\mathcal{E}_{m_{1}, \ldots, m_{n}}\left(\alpha, \gamma_{1}, \ldots, \gamma_{n} ; x^{1}, \ldots, x^{n}\right)
$$

is the solution to the equation
$\sum_{i, j=1}^{n} x^{i}\left(\delta_{i j}-x^{j}\right) z_{x^{i} x^{j}}+\sum_{i=1}^{n}\left(\gamma_{i}-(\alpha+1) x^{i}\right) z_{x^{i}}+\left(m_{1}+\ldots+m_{n}\right)\left(\alpha+m_{1}+\ldots+m_{n}\right) z=0$.
To prove the other assertion we proceed as follows. First, note that, due to the Taylor's expansion at $\underbrace{(0, \ldots, 0)}_{n}$ we have

$$
\left(1-x_{1}-\ldots-x_{n}\right)^{a}=\sum_{i_{1}, \ldots, i_{n}=0}^{\infty}(-a)_{i_{1}+\ldots+i_{n}} \frac{\left(x^{1}\right)^{i_{1}} \ldots\left(x^{n}\right)^{i_{n}}}{i_{1}!\ldots i_{n}!}
$$

Therefore

To simplify the notations, we denote by

$$
f(x)=\mathcal{F}_{m_{1}, \ldots, m_{n}}\left(\alpha, \gamma_{1}, \ldots, \gamma_{n} ; x^{1}, \ldots, x^{n}\right)
$$

$$
g(x)={ }_{2} F_{n}\left(\gamma_{1}+\ldots+\gamma_{n}-m_{1}-\ldots-m_{n}-\alpha, \gamma_{1}+m_{1}, \ldots, \gamma_{n}+m_{n} ; \gamma_{1}, \ldots \gamma_{n} ; x^{1}, \ldots, x^{n}\right)
$$

$$
\begin{aligned}
& \mathcal{F}_{m_{1}, \ldots, m_{n}}\left(\alpha, \gamma_{1}, \ldots, \gamma_{n} ; x^{1}, \ldots, x^{n}\right) \\
& =\frac{\left[w\left(x^{1}, \ldots, x^{n}\right)\right]^{-1}}{\left(\gamma_{1}\right)_{m_{1}} \ldots\left(\gamma_{n}\right)_{m_{n}}}\left\{\frac{\partial^{m_{1}+\ldots+m_{n}}}{\partial\left(x^{1}\right)^{m_{1}} \ldots \partial\left(x^{n}\right)^{m_{n}}}\right. \\
& \left.\left(w\left(x^{1}, \ldots, x^{n}\right)\left(x^{1}\right)^{m_{1}} \ldots\left(x^{n}\right)^{m_{n}}\left(1-x^{1}-\ldots-x^{n}\right)^{m_{1}+\ldots+m_{n}}\right)\right\} \\
& =\frac{\left[w\left(x^{1}, \ldots, x^{n}\right)\right]^{-1}}{\left(\gamma_{1}\right)_{m_{1}} \ldots\left(\gamma_{n}\right)_{m_{n}}}\left\{\frac{\partial^{m_{1}+\ldots+m_{n}}}{\partial\left(x^{1}\right)^{m_{1}} \ldots \partial\left(x^{n}\right)^{m_{n}}}\right. \\
& \left.\left(\left(x^{1}\right)^{m_{1}+\gamma_{1}-1} \ldots\left(x^{n}\right)^{m_{n}+\gamma_{n}-1}\left(1-x^{1}-\ldots-x^{n}\right)^{m_{1}+\ldots+m_{n}+\alpha-\gamma_{1}-\ldots-\gamma_{n}}\right)\right\} \\
& =\frac{\left[w\left(x^{1}, \ldots, x^{n}\right)\right]^{-1}}{\left(\gamma_{1}\right)_{m_{1}} \ldots\left(\gamma_{n}\right)_{m_{n}}}\left\{\frac{\partial^{m_{1}+\ldots+m_{n}}}{\partial\left(x^{1}\right)^{m_{1}} \ldots \partial\left(x^{n}\right)^{m_{n}}}\right. \\
& \left(\sum_{i_{1}, \ldots, i_{n}=0}^{\infty}\left(\gamma_{1}+\ldots+\gamma_{n}-m_{1}-\ldots-m_{n}-\alpha\right)_{i_{1}+\ldots+i_{n}}\right. \\
& \left.\left.\times \frac{\left(x^{1}\right)^{m_{1}+\gamma_{1}-1+i_{1}} \ldots\left(x^{n}\right)^{m_{n}+\gamma_{n}-1+i_{n}}}{i_{1}!\ldots i_{n}!}\right)\right\} \\
& =\frac{\left[w\left(x^{1}, \ldots, x^{n}\right)\right]^{-1}}{\left(\gamma_{1}\right)_{m_{1}} \ldots\left(\gamma_{n}\right)_{m_{n}}}\left(\sum_{i_{1}, \ldots, i_{n}=0}^{\infty}\left(\gamma_{1}+\ldots+\gamma_{n}-m_{1}-\ldots-m_{n}-\alpha\right)_{i_{1}+\ldots+i_{n}}\right. \\
& \left.\times\left(\gamma_{1}+i_{1}\right)_{m_{1}} \ldots\left(\gamma_{n}+i_{n}\right)_{m_{n}} \frac{\left(x^{1}\right)^{\gamma_{1}-1+i_{1}} \ldots\left(x^{n}\right)^{\gamma_{n}-1+i_{n}}}{i_{1}!\ldots i_{n}!}\right) \\
& =\sum_{i_{1}, \ldots, i_{n}=0}^{\infty}\left(\gamma_{1}+\ldots+\gamma_{n}-m_{1}-\ldots-m_{n}-\alpha\right)_{i_{1}+\ldots+i_{n}} \\
& \times \frac{\left(\gamma_{1}+i_{1}\right)_{m_{1}} \ldots\left(\gamma_{n}+i_{n}\right)_{m_{n}}}{\left(\gamma_{1}\right)_{m_{1}} \ldots\left(\gamma_{n}\right)_{m_{n}}} \frac{\left(x^{1}\right)^{i_{1}} \ldots\left(x^{n}\right)^{i_{n}}}{i_{1}!\ldots i_{n}!}\left(1-x_{1}-\ldots-x_{n}\right)^{\gamma_{1}+\ldots+\gamma_{n}-\alpha} \\
& =\sum_{i_{1}, \ldots, i_{n}=0}^{\infty}\left(\gamma_{1}+\ldots+\gamma_{n}-m_{1}-\ldots-m_{n}-\alpha\right)_{i_{1}+\ldots+i_{n}} \\
& \times \frac{\left(\gamma_{1}+m_{1}\right)_{i_{1}} \ldots\left(\gamma_{n}+m_{n}\right)_{i_{n}}}{\left(\gamma_{1}\right)_{i_{1}} \ldots\left(\gamma_{n}\right)_{i_{n}}} \frac{\left(x^{1}\right)^{i_{1}} \ldots\left(x^{n}\right)^{i_{n}}}{i_{1}!\ldots i_{n}!}\left(1-x_{1}-\ldots-x_{n}\right)^{\gamma_{1}+\ldots+\gamma_{n}-\alpha} \\
& =\left(1-x_{1}-\ldots-x_{n}\right)^{\gamma_{1}+\ldots+\gamma_{n}-\alpha}{ }_{2} F_{n}\left(\gamma_{1}+\ldots+\gamma_{n}-m_{1}-\ldots-m_{n}-\alpha\right. \text {, } \\
& \left.\gamma_{1}+m_{1}, \ldots, \gamma_{n}+m_{n} ; \gamma_{1}, \ldots \gamma_{n} ; x^{1}, \ldots, x^{n}\right) .
\end{aligned}
$$

and

$$
\phi(x)=\left(1-x_{1}-\ldots-x_{n}\right)^{\gamma_{1}+\ldots+\gamma_{n}-\alpha} .
$$

Then we have

$$
f(x)=\phi(x) g(x) .
$$

It follows

$$
\begin{aligned}
\sum_{i, j=1}^{n} & x^{i}\left(\delta_{i j}-x^{j}\right) f_{x^{i} x^{j}}+\sum_{i=1}^{n}\left(\gamma_{i}-(\alpha+1) x^{i}\right) f_{x^{i}}+\left(m_{1}+\ldots+m_{n}\right)\left(\alpha+m_{1}+\ldots+m_{n}\right) f \\
& =\sum_{i, j=1}^{n} x^{i}\left(\delta_{i j}-x^{j}\right)\left(\phi g_{x^{i} x^{j}}+\phi_{x^{i}} g_{x^{j}}+\phi_{x^{j}} g_{x^{i}}+\phi_{x^{i} x^{j}} g\right) \\
& +\sum_{i=1}^{n}\left(\gamma_{i}-(\alpha+1) x^{i}\right)\left(\phi g_{x^{i}}+\phi_{x^{i}} g\right)+\left(m_{1}+\ldots+m_{n}\right)\left(\alpha+m_{1}+\ldots+m_{n}\right)(\phi g) \\
& =\sum_{i, j=1}^{n} x^{i}\left(\delta_{i j}-x^{j}\right) \phi g_{x^{i} x^{j}}+\sum_{i=1}^{n}\left(\left(\gamma_{i}-(\alpha+1) x^{i}\right) \phi+2 \sum_{j=1}^{n} x^{i}\left(\delta_{i j}-x^{j}\right) \phi_{x^{j}}\right) g_{x^{i}} \\
& +\left(\sum_{i, j=1}^{n} x^{i}\left(\delta_{i j}-x^{j}\right) \phi_{x^{i} x^{j}}+\sum_{i=1}^{n}\left(\left(\gamma_{i}-(\alpha+1) x^{i}\right) \phi_{x^{i}}\right.\right. \\
& \left.+\left(m_{1}+\ldots+m_{n}\right)\left(\alpha+m_{1}+\ldots+m_{n}\right) \phi\right) g \\
& =\phi\left(\sum_{i, j=1}^{n} x^{i}\left(\delta_{i j}-x^{j}\right) g_{x^{i} x^{j}}+\sum_{i=1}^{n}\left(\gamma_{i}-\left(2 \gamma_{1}+\ldots+2 \gamma_{n}-\alpha+1\right) x^{i}\right) g_{x^{i}}\right. \\
& \left.-\left(\gamma_{1}+\ldots+\gamma_{n}-m_{1}-\ldots-m_{n}-\alpha\right)\left(\gamma_{1}+\ldots+\gamma_{n}+m_{1}+\ldots+m_{n}\right) g\right) \\
& =0 \quad \text { by Proposition B.4 }
\end{aligned}
$$

This completes the proof.

Proposition B.7. The generalized hypergeometric function

$$
\mathcal{E}_{m_{1}^{\prime}, \ldots, m_{n}^{\prime}}\left(\alpha, \gamma_{1}, \ldots, \gamma_{n} ; x^{1}, \ldots, x^{n}\right)
$$

is a mono polynomial of degree $m_{1}^{\prime}+\ldots+m_{n}^{\prime}$ of the form

$$
\begin{aligned}
&(-1)^{m_{1}^{\prime}+\ldots+m_{n}^{\prime}} \frac{\left(\alpha+m_{1}^{\prime}+\ldots+m_{n}^{\prime}\right)_{m_{1}^{\prime}+\ldots+m_{n}^{\prime}}^{\left(\gamma_{1}\right)_{m_{1}^{\prime}} \ldots\left(\gamma_{n}\right)_{m_{n}^{\prime}}}\left(x^{m_{1}^{\prime}} \ldots\left(x^{n}\right)^{m_{n}^{\prime}}\right.}{} \\
&+\left\{\text { polynomial of degree }<m_{1}^{\prime}+\ldots+m_{n}^{\prime}\right\} .
\end{aligned}
$$

Proof. In fact, from the definition of $\mathcal{E}$ we have

$$
\begin{aligned}
& \mathcal{E}_{m_{1}^{\prime}, \ldots, m_{n}^{\prime}}\left(\alpha, \gamma_{1}, \ldots, \gamma_{n} ; x^{1}, \ldots, x^{n}\right) \\
& ={ }_{2} F_{n}\left(\alpha+m_{1}^{\prime}+\ldots+m_{n}^{\prime},-m_{1}^{\prime}, \ldots,-m_{n}^{\prime} ; \gamma_{1}, \ldots \gamma_{n} ; x^{1}, \ldots, x^{n}\right) \\
& =\sum_{i_{1}, \ldots, i_{n}=0}^{\infty}\left(\alpha+m_{1}^{\prime}+\ldots+m_{n}^{\prime}\right)_{i_{1}+\ldots+i_{n}} \frac{\left(-m_{1}^{\prime}\right)_{i_{1}} \ldots\left(-m_{n}^{\prime}\right)_{i_{n}}}{\left(\gamma_{1}\right)_{i_{1}} \ldots\left(\gamma_{n}\right)_{i_{n}} i_{1}!\ldots i_{n}!}\left(x^{1}\right)^{i_{1}} \ldots\left(x^{n}\right)^{i_{n}} \\
& =\sum_{i_{1}=0}^{m_{1}^{\prime}} \ldots \sum_{i_{n}=0}^{m_{n}^{\prime}}\left(\alpha+m_{1}^{\prime}+\ldots+m_{n}^{\prime}\right)_{i_{1}+\ldots+i_{n}} \frac{\left(-m_{1}^{\prime}\right)_{i_{1}} \ldots\left(-m_{n}^{\prime}\right)_{i_{n}}}{\left(\gamma_{1}\right)_{i_{1}} \ldots\left(\gamma_{n}\right)_{i_{n}} i_{1}!\ldots i_{n}!}\left(x^{1}\right)^{i_{1}} \ldots\left(x^{n}\right)^{i_{n}} . \\
& \\
& =\left(\alpha+m_{1}^{\prime}+\ldots+m_{n}^{\prime}\right)_{m_{1}^{\prime}+\ldots+m_{n}^{\prime}} \frac{\left(-m_{1}^{\prime}\right)_{m_{1}^{\prime}} \ldots\left(-m_{1}^{\prime}\right)_{m_{1}^{\prime}}^{\prime} \ldots\left(\gamma_{n}\right)_{m_{n}^{\prime}} m_{1}^{\prime}!\ldots m_{n}^{\prime}!}{}\left(x^{1}\right)^{m_{1}^{\prime}} \ldots\left(x^{n}\right)^{m_{n}^{\prime}} \\
& +\left\{\text { pocause if } i_{k}>m_{k}^{\prime} \text { then }\left(-m_{k}^{\prime}\right)_{i_{k}}=0\right) \\
& =(-1)^{m_{1}^{\prime}+\ldots+m_{n}^{\prime}} \frac{\left.\left(\alpha+m_{1}^{\prime}+\ldots+m_{n}^{\prime}\right)_{m_{1}^{\prime}+\ldots+m_{n}^{\prime}}^{( } \gamma_{1}\right)_{m_{1}^{\prime}}^{1} \ldots\left(\gamma_{n}\right)_{m_{n}^{\prime}}^{m_{1}^{\prime}} \ldots\left(x^{n}\right)^{m_{n}^{\prime}}}{} \\
& +\left\{\text { polynomial of degree }<m_{1}^{\prime}+\ldots+m_{n}^{\prime}\right\} .
\end{aligned}
$$

This completes the proof.

Lemma B.8. With $a_{1}, \ldots, a_{n+1}$ given positive numbers, we have

$$
\int_{V_{n}}\left(x^{1}\right)^{a_{1}-1} \ldots\left(x^{n}\right)^{a_{n}-1}\left(1-x_{1}-\ldots-x_{n}\right)^{a_{n+1}-1} d \mathbf{x}=\frac{\Gamma\left(a_{1}\right) \ldots \Gamma\left(a_{n+1}\right)}{\Gamma\left(a_{1}+\ldots+a_{n+1}\right)}
$$

Proof. It is obvious to see that when $a, b>0$

$$
\int_{0}^{r} x^{a-1}(r-x)^{b-1} d x=\int_{0}^{1}(r y)^{a-1}[r(1-y)]^{b-1} r d y=r^{a+b-1} \frac{\Gamma(a) \Gamma(b)}{\Gamma(a+b)}
$$

So we have

$$
\begin{aligned}
& \int_{V_{n}}\left(x^{1}\right)^{a_{1}-1} \ldots\left(x^{n}\right)^{a_{n}-1}\left(1-x^{1}-\ldots-x^{n}\right)^{a_{n+1}-1} d \mathbf{x} \\
& =\int_{0}^{1}\left(x^{1}\right)^{a_{1}-1}\left\{\int_{0}^{1-x^{1}}\left(x^{2}\right)^{a_{2}-1}\right. \\
& \left.\ldots\left(\int_{0}^{1-x^{1}-\ldots-x^{n-1}}\left(x^{n}\right)^{a_{n}-1}\left(1-x^{1}-\ldots-x^{n-1}-x^{n}\right)^{a_{n+1}-1} d x^{n}\right) \ldots d x^{2}\right\} d x^{1} \\
& =\int_{0}^{1}\left(x^{1}\right)^{a_{1}-1}\left\{\int_{0}^{1-x^{1}}\left(x^{2}\right)^{a_{2}-1}\right. \\
& \left.\ldots\left(\left(1-x^{1}-\ldots-x^{n-1}\right)^{a_{n}+a_{n+1}-1} \frac{\Gamma\left(a_{n}\right) \Gamma\left(a_{n+1}\right)}{\Gamma\left(a_{n}+a_{n+1}\right)}\right) \ldots d x^{2}\right\} d x^{1} \\
& =\cdots \\
& =\int_{0}^{1}\left(x^{1}\right)^{a_{1}-1}\left\{\int_{0}^{1-x^{1}}\left(x^{2}\right)^{a_{2}-1}\left(1-x^{1}-x^{2}\right)^{a_{3}+\ldots+a_{n+1}-1} \frac{\Gamma\left(a_{3}\right) \ldots \Gamma\left(a_{n+1}\right)}{\Gamma\left(a_{3}+\ldots+a_{n+1}\right)} d x^{2}\right\} d x^{1} \\
& =\int_{0}^{1}\left(x^{1}\right)^{a_{1}-1}\left(1-x^{1}\right)^{a_{2}+\ldots+a_{n+1}-1} \frac{\Gamma\left(a_{2}\right) \Gamma\left(a_{3}+\ldots+a_{n+1}\right)}{\Gamma\left(a_{2}+\ldots+a_{n+1}\right)} \frac{\Gamma\left(a_{3}\right) \ldots \Gamma\left(a_{n+1}\right)}{\Gamma\left(a_{3}+\ldots+a_{n+1}\right)} d x^{1} \\
& =\int_{0}^{1}\left(x^{1}\right)^{a_{1}-1}\left(1-x^{1}\right)^{a_{2}+\ldots+a_{n+1}-1} \frac{\Gamma\left(a_{2}\right) \ldots \Gamma\left(a_{n+1}\right)}{\Gamma\left(a_{2}+\ldots+a_{n+1}\right)} d x^{1} \\
& =\frac{\Gamma\left(a_{1}\right) \Gamma\left(a_{2}+\ldots+a_{n+1}\right)}{\Gamma\left(a_{1}+\ldots+a_{n+1}\right)} \frac{\Gamma\left(a_{2}\right) \ldots \Gamma\left(a_{n+1}\right)}{\Gamma\left(a_{2}+\ldots+a_{n+1}\right)} \\
& =\frac{\Gamma\left(a_{1}\right) \ldots \Gamma\left(a_{n+1}\right)}{\Gamma\left(a_{1}+\ldots+a_{n+1}\right)} \text {. }
\end{aligned}
$$

This completes the proof.

Proposition B.9. The system of

$$
\mathcal{F}_{m_{1}, \ldots, m_{n}}\left(\alpha, \gamma_{1}, \ldots, \gamma_{n} ; x^{1}, \ldots x^{n}\right)
$$

and

$$
\mathcal{E}_{m_{1}, \ldots, m_{n}}\left(\alpha, \gamma_{1}, \ldots, \gamma_{n} ; x^{1}, \ldots x^{n}\right)
$$

is a biorthogonal system with the weight function w, i.e.

$$
\int_{V_{n}} w\left(x^{1}, \ldots, x^{n}\right) \mathcal{F}_{m_{1}, \ldots, m_{n}} \mathcal{E}_{m_{1}^{\prime}, \ldots, m_{n}^{\prime}} d x^{1} \ldots d x^{n}=K_{m_{1}, \ldots, m_{n}} \delta_{m_{1}, m_{1}^{\prime}} \ldots \delta_{m_{n}, m_{n}^{\prime}}
$$

where

$$
\begin{aligned}
& K_{m_{1}, \ldots m_{n}}=\frac{\left(\alpha+m_{1}+\ldots+m_{n}\right)_{m_{1}+\ldots+m_{n}} m_{1}!\ldots m_{n}!}{\left[\left(\gamma_{1}\right)_{m_{1}}\right]^{2} \ldots\left[\left(\gamma_{n}\right)_{m_{n}}\right]^{2}} \\
& \quad \times \frac{\Gamma\left(m_{1}+\gamma_{1}\right) \ldots \Gamma\left(m_{n}+\gamma_{n}\right) \Gamma\left(m_{1}+\ldots+m_{n}+\alpha-\gamma_{1}-\ldots-\gamma_{n}+1\right)}{\Gamma\left(2 m_{1}+\ldots+2 m_{n}+\alpha+1\right)}
\end{aligned}
$$

Proof. From Proposition B. 6 we have

$$
\begin{equation*}
\sum_{i, j=1}^{n} x^{i}\left(\delta_{i j}-x^{j}\right) u_{x^{i} x^{j}}+\sum_{i=1}^{n}\left(\gamma_{i}-(\alpha+1) x^{i}\right) u_{x^{i}}+\left(m_{1}+\ldots+m_{n}\right)\left(\alpha+m_{1}+\ldots+m_{n}\right) u=0 \tag{B.3.1}
\end{equation*}
$$

where

$$
u=\mathcal{F}_{m_{1}, \ldots, m_{n}}\left(\alpha, \gamma_{1}, \ldots, \gamma_{n} ; x^{1}, \ldots, x^{n}\right)
$$

and

$$
\begin{equation*}
\sum_{i, j=1}^{n} x^{i}\left(\delta_{i j}-x^{j}\right) v_{x^{i} x^{j}}+\sum_{i=1}^{n}\left(\gamma_{i}-(\alpha+1) x^{i}\right) v_{x^{i}}+\left(m_{1}^{\prime}+\ldots+m_{n}^{\prime}\right)\left(\alpha+m_{1}^{\prime}+\ldots+m_{n}^{\prime}\right) v=0 \tag{B.3.2}
\end{equation*}
$$

where

$$
v=\mathcal{E}_{m_{1}^{\prime}, \ldots, m_{n}^{\prime}}\left(\alpha, \gamma_{1}, \ldots, \gamma_{n} ; x^{1}, \ldots, x^{n}\right)
$$

Multiplying equation B.3.2 by $u$ and subtracting equation B.3.1 multiplied by $v$, we obtain

$$
\begin{aligned}
& \sum_{i, j=1}^{n} x^{i}\left(\delta_{i j}-x^{j}\right)\left(u v_{x^{i} x^{j}}-u_{x^{i} x^{j}} v\right)+\sum_{i=1}^{n}\left(\gamma_{i}-(\alpha+1) x^{i}\right)\left(u v_{x^{i}}-u_{x^{i}} v\right) \\
& \quad=\left(\alpha+m_{1}+\ldots+m_{n}+m_{1}^{\prime}+\ldots+m_{n}^{\prime}\right)\left(m_{1}+\ldots+m_{n}-m_{1}^{\prime}-\ldots-m_{n}^{\prime}\right) u v
\end{aligned}
$$

Multiplying both sides of above equations by $w$ and integrating over $V_{n}$ we obtain

$$
\begin{aligned}
& \int_{V_{n}}\left(\alpha+m_{1}+\ldots+m_{n}+m_{1}^{\prime}+\ldots+m_{n}^{\prime}\right)\left(m_{1}+\ldots+m_{n}-m_{1}^{\prime}-\ldots-m_{n}^{\prime}\right) w u v d \mathbf{x} \\
& =\int_{V_{n}}\left(\sum_{i, j=1}^{n} x^{i}\left(\delta_{i j}-x^{j}\right)\left(w u v_{x^{i} x^{j}}-w u_{x^{i} x^{j}} v\right)+\sum_{i=1}^{n}\left(\gamma_{i}-(\alpha+1) x^{i}\right)\left(w u v_{x^{i}}-w u_{x^{i}} v\right)\right) d \mathbf{x} \\
& =\int_{V_{n}} \sum_{j=1}^{n} \frac{\partial}{\partial x^{j}}\left(\sum_{i=1}^{n} x^{i}\left(\delta_{i j}-x^{j}\right) w\left(u v_{x^{i}}-u_{x^{i}} v\right)\right) d \mathbf{x} \\
& =\int_{V_{n}} \operatorname{div} F d \mathbf{x}, \quad \text { where } F^{j}=\sum_{i=1}^{n} x^{i}\left(\delta_{i j}-x^{j}\right) w\left(u v_{x^{i}}-u_{x^{i}} v\right) \\
& =\int_{\partial V_{n}} F \cdot \nu d o(\sigma) \\
& =0, \quad \operatorname{since} F_{\mid \partial V_{n}}=0 \quad \text { follows from } w_{\mid \partial V_{n}}=0
\end{aligned}
$$

It follows that if

$$
m_{1}+\ldots+m_{n} \neq m_{1}^{\prime}+\ldots+m_{n}^{\prime}
$$

then

$$
\int_{V_{n}} w u v d \mathbf{x}=0
$$

Now we consider the case $m_{1}+\ldots+m_{n}=m_{1}^{\prime}+\ldots+m_{n}^{\prime}$. Applying the integration by parts to the Proposition B. 7 and Lemma B.8, we obtain

$$
\begin{array}{rl}
\int_{V_{n}} & w u v d \mathbf{x} \\
= & \int_{V_{n}} w \frac{w^{-1}}{\left(\gamma_{1}\right)_{m_{1}} \ldots\left(\gamma_{n}\right)_{m_{n}}}\left\{\frac { \partial ^ { m _ { 1 } + \ldots + m _ { n } } } { \partial ( x ^ { 1 } ) ^ { m _ { 1 } } \ldots \partial ( x ^ { n } ) ^ { m _ { n } } } \left(\left(x^{1}\right)^{m_{1}+\gamma_{1}-1} \ldots\left(x^{n}\right)^{m_{n}+\gamma_{n}-1}\right.\right. \\
& \left.\left.\times\left(1-x^{1}-\ldots-x^{n}\right)^{m_{1}+\ldots+m_{n}+\alpha-\gamma_{1}-\ldots-\gamma_{n}}\right)\right\} v d \mathbf{x} \\
= & \frac{(-1)^{m_{1}+\ldots+m_{n}}}{\left(\gamma_{1}\right)_{m_{1}} \ldots\left(\gamma_{n}\right)_{m_{n}}} \int_{V_{n}}\left(\left(x^{1}\right)^{m_{1}+\gamma_{1}-1} \ldots\left(x^{n}\right)^{m_{n}+\gamma_{n}-1}\right. \\
& \left.\times\left(1-x^{1}-\ldots-x^{n}\right)^{m_{1}+\ldots+m_{n}+\alpha-\gamma_{1}-\ldots-\gamma_{n}}\right) \frac{\partial^{m_{1}+\ldots+m_{n}} v}{\partial\left(x^{1}\right)^{m_{1}} \ldots \partial\left(x^{n}\right)^{m_{n}}} d \mathbf{x} \\
= & \frac{(-1)^{m_{1}+\ldots+m_{n}}}{\left(\gamma_{1}\right)_{m_{1}} \ldots\left(\gamma_{n}\right)_{m_{n}}} \int\left(\left(x^{1}\right)^{m_{1}+\gamma_{1}-1} \ldots\left(x^{n}\right)^{m_{n}+\gamma_{n}-1}\right. \\
& \left.\times\left(1-x^{1}-\ldots-x^{n}\right)^{m_{1}+\ldots+m_{n}+\alpha-\gamma_{1}-\ldots-\gamma_{n}}\right) \\
\delta_{m_{1}, m_{1}^{\prime}} \ldots \delta_{m_{n}, m_{n}^{\prime}} \frac{(-1)^{m_{1}+\ldots+m_{n}}\left(\alpha+m_{1}+\ldots+m_{n}\right)_{m_{1}+\ldots+m_{n} m_{1}!\ldots m_{n}!}^{\left(\gamma_{1}\right)_{m_{1}} \ldots\left(\gamma_{n}\right)_{m_{n}}} d \mathbf{x}}{=} \\
=\delta_{m_{1}, m_{1}^{\prime} \ldots \delta_{m_{n}, m_{n}^{\prime}} \frac{\left(\alpha+m_{1}+\ldots+m_{n}\right)_{m_{1}+\ldots+m_{n}} m_{1}!\ldots m_{n}!}{\left[\left(\gamma_{1}\right)_{m_{1}}\right]^{2} \ldots\left[\left(\gamma_{n}\right)_{m_{n}}\right]^{2}}} \\
\quad \times \frac{\Gamma\left(m_{1}+\gamma_{1}\right) \ldots \Gamma\left(m_{n}+\gamma_{n}\right) \Gamma\left(m_{1}+\ldots+m_{n}+\alpha-\gamma_{1}-\ldots-\gamma_{n}+1\right)}{\Gamma\left(2 m_{1}+\ldots+2 m_{n}+\alpha+1\right)}
\end{array}
$$

This completes the proof.

Corollary B.10. When $\alpha=2 n+1, \gamma_{1}=\ldots=\gamma_{n}=2$ we have the result obtained in 54]
by Littler and Fackerell in 1975

$$
\begin{aligned}
& K_{m_{1}, \ldots, m_{n}}=\frac{\left(2 n+1+m_{1}+\ldots+m_{n}\right)_{m_{1}+\ldots+m_{n}} m_{1}!\ldots m_{n}!}{\left[(2)_{m_{1}}\right]^{2} \ldots\left[(2)_{m_{n}}\right]^{2}} \\
& \times \frac{\Gamma\left(m_{1}+2\right) \ldots \Gamma\left(m_{n}+2\right) \Gamma\left(m_{1}+\ldots+m_{n}+2\right)}{\Gamma\left(2 m_{1}+\ldots+2 m_{n}+2 n+2\right)} . \\
&= \frac{\left(2 n+1+m_{1}+\ldots+m_{n}\right)_{m_{1}+\ldots+m_{n} m_{1}!\ldots m_{n}!}^{\left[\left(m_{1}+1\right)!\right]^{2} \ldots\left[\left(m_{n}+1\right)!\right]^{2}}}{} \\
& \quad \times \frac{\left(m_{1}+1\right)!\ldots\left(m_{n}+1\right)!\left(m_{1}+\ldots+m_{n}+1\right)!}{\left(2 m_{1}+\ldots+2 m_{n}+2 n+1\right)!} \\
&= \frac{1}{\left(m_{1}+1\right) \ldots\left(m_{n}+1\right)} \\
& \times \frac{\left(2 n+1+m_{1}+\ldots+m_{n}\right)_{m_{1}+\ldots+m_{n}}\left(m_{1}+\ldots+m_{n}+1\right)!}{\left(2 m_{1}+\ldots+2 m_{n}+2 n+1\right)!} \\
&= \frac{1}{\left(m_{1}+1\right) \ldots\left(m_{n}+1\right)} \\
& \times \frac{1}{\left(m_{1}+\ldots+m_{n}+2\right) \ldots\left(m_{1}+\ldots+m_{n}+2 n\right)\left(2 m_{1}+\ldots+2 m_{n}+2 n+1\right)} \\
&= \frac{1}{\left(m_{1}+1\right) \ldots\left(m_{n}+1\right)\left(m_{1}+\ldots+m_{n}+2\right)_{2 n-1}\left(2 m_{1}+\ldots+2 m_{n}+2 n+1\right)} .
\end{aligned}
$$

## Appendix C

## Introduction to Information

## Geometry

This appendix gives the basics of Information Geometry used in Chapter 6.
Information geometry is a bridge connecting between non-Euclidean geometry and probability theory which reached maturity through the work of Amari in 1980 (see [2]). The main idea is to find out the correspondence between structure of the families of distributions and that of manifolds. Formally, we can consider a distribution as a point, the score as a tangent vector, a family of distributions as a Riemannian manifold with the Riemannian metric is the Fisher information metric, etc., with thinking that their results are interchangeable to each other. For further details, we refer readers to [2], 3], [4] [37, 66.

## C.1. Family of probability distributions as a Riemannian manifold

## C.1.1. Probability distributions as points

Note that almost all of the popular probability distributions depend on some parameters which constitute a domain in an Euclidean space. For example, writing a Gaussian distribution in one dimension $\mathcal{N}(\mu, \sigma)$ in the general form

$$
p(x ; \mu, \sigma)=\frac{1}{\sigma \sqrt{2 \pi}} e^{-\frac{(x-\mu)^{2}}{2 \sigma^{2}}} d x
$$

implies parameters $\boldsymbol{\theta}=(\mu, \sigma)$ here are in $\mathcal{M}=\mathbb{R} \times \mathbb{R}_{(>0)}$. We then can consider each Gaussian distribution as a point in $\mathcal{M}$ with coordinates $\mu, \sigma$.

Remark C.1. Note that the parametrization of a Gaussian distribution is not unique. For example, we can choose the parameters $\boldsymbol{\theta}=\left(\frac{\mu}{\sigma^{2}}, \frac{1}{\sigma^{2}}\right)$ for the above Gaussian distribution. This is also understood as one point can have many local systems of coordinates (local charts).

## C.1.2. Families of probability distributions as manifolds

We extend a family of distributions $\mathcal{P}=\{p(\mathbf{x} ; \boldsymbol{\theta})\}$ to a manifold $\mathcal{M}$ such that the points $\mathbf{p} \in \mathcal{M}$ are in a one-to-one relation with the distributions $p$. The parameters $\theta^{\mu}$ of $\mathcal{P}$ can thus also be used as coordinates on $\mathcal{M}$. We hope to gain some insight into the structure of such family. For example, we want to discover a reasonable measure of nearness of two distributions in the family. To simplify the notations, we denote by (in coordinate system $\boldsymbol{\theta}$ )

$$
\ell(\boldsymbol{\theta}):=\log p(\mathbf{x} ; \boldsymbol{\theta})=\log p(\boldsymbol{\theta}), \quad \partial_{\mu}:=\frac{\partial}{\partial \theta^{\mu}}
$$

and call $\partial_{\mu} \ell(\boldsymbol{\theta})$ the score of family with respect to $\theta^{\mu}$.
Then the tangent space $T_{\boldsymbol{\theta}}$ of $\mathcal{M}$ is seen to be isomorphic to the vector space spanned by the scores

$$
T_{\boldsymbol{\theta}}^{(1)}=\operatorname{span}\left\{\partial_{\mu} \ell(\boldsymbol{\theta})\right\}_{\mu} .
$$

A vector field $\mathbf{X} \in T(\mathcal{M})$,

$$
\mathbf{X}(\boldsymbol{\theta})=X^{\mu}(\boldsymbol{\theta}) e_{\mu}
$$

thus is equivalent to a random variable $\mathbf{X}^{(1)} \in T_{\boldsymbol{\theta}}^{(1)}$,

$$
\mathbf{X}^{(1)}(\boldsymbol{\theta})=X^{\mu}(\boldsymbol{\theta}) \partial_{\mu} \ell(\boldsymbol{\theta})
$$

which is called the 1 -representation of the vector field $\mathbf{X}$.
Now we go to define a metric

Definition C.2. The Fisher metric on a manifold of probability distributions is defined as

$$
g_{\mu \nu}(\boldsymbol{\theta})=\mathbb{E}\left(\partial_{\mu} \ell(\boldsymbol{\theta}) \partial_{\nu} \ell(\boldsymbol{\theta})\right)
$$

Remark C.3. Because $p$ is a probability distribution, it follows

$$
\begin{align*}
\mathbb{E}\left(\partial_{\mu} \partial_{\nu} \ell\right) & =\int_{\Omega} d \mathbf{x} p \partial_{\mu}\left(\frac{1}{p} \partial_{\nu} p\right) \\
& =\int_{\Omega} d \mathbf{x}\left(\partial_{\mu} \partial_{\nu} p-\frac{1}{p} \partial_{\mu} p \partial_{\nu} p\right)  \tag{C.1.1}\\
& =\partial_{\mu} \partial_{\nu} 1-\int_{\Omega} d \mathbf{x} p \partial_{\mu} \ell \partial_{\nu} \ell \\
& =-\mathbb{E}\left(\partial_{\mu} \ell(\boldsymbol{\theta}) \partial_{\nu} \ell(\boldsymbol{\theta})\right)=-g_{\mu \nu}(\boldsymbol{\theta})
\end{align*}
$$

We can prove easily that the Fisher metric is invariant under transformations of the random variable and covariant under reparametrizations as follows

Proposition C.4. The Fisher metric is invariant under transformations of the random variable.

Proof. Suppose that the probability distributions are defined by a vector random variable $\mathbf{X}$ valued in $\Omega \subset \mathbb{R}^{n}$. Then

$$
g_{i j}(\boldsymbol{\theta})=\int_{\Omega} d \mathbf{x} \frac{1}{\mathbf{p}_{\boldsymbol{\theta}}(\mathbf{x})} \partial_{i} \mathbf{p}_{\boldsymbol{\theta}}(\mathbf{x}) \partial_{j} \mathbf{p}_{\boldsymbol{\theta}}(\mathbf{x})
$$

Let $\mathbf{f}$ be a (bijective) transformation from the random variable $\mathbf{X}$ to the random variable $\mathbf{Y}$ valued in $\Omega^{\prime}$ then we have

$$
\overline{\mathbf{p}}_{\boldsymbol{\theta}}(\mathbf{y})=\int_{\Omega} d \mathbf{x p}_{\boldsymbol{\theta}}(\mathbf{x}) \delta(\mathbf{y}-\mathbf{f}(\mathbf{x}))
$$

Because $\mathbf{f}$ is bijective, we can use

$$
\delta(\mathbf{y}-\mathbf{f}(\mathbf{x}))=\frac{1}{\left|\frac{\partial \mathbf{f}}{\partial \mathbf{x}}\right|} \delta\left(\mathbf{f}^{-1}(\mathbf{y})-\mathbf{x}\right)
$$

to find that

$$
\overline{\mathbf{p}}_{\boldsymbol{\theta}}(\mathbf{y})=\int_{\Omega} d \mathbf{x p}_{\boldsymbol{\theta}}(\mathbf{x}) \frac{1}{\left|\frac{\partial \mathbf{f}}{\partial \mathbf{x}}\right|} \delta\left(\mathbf{f}^{-1}(\mathbf{y})-\mathbf{x}\right)=\left[\frac{1}{\left|\frac{\partial \mathbf{f}}{\partial \mathbf{x}}\right|} \mathbf{p}_{\boldsymbol{\theta}}(\mathbf{x})\right]_{\mathbf{x}=\mathbf{f}^{-1}(\mathbf{y})}
$$

Note that $\left|\frac{\partial \mathbf{f}}{\partial \mathbf{x}}\right|$ does not depend on $\boldsymbol{\theta}$, we obtain

$$
\begin{align*}
\int_{\Omega^{\prime}} d \mathbf{y} \frac{1}{\overline{\mathbf{p}}_{\boldsymbol{\theta}}(\mathbf{y})} \partial_{i} \overline{\mathbf{p}}_{\boldsymbol{\theta}}(\mathbf{y}) \partial_{j} \overline{\mathbf{p}}_{\boldsymbol{\theta}}(\mathbf{y}) & =\int_{\Omega^{\prime}} d \mathbf{y}\left[\frac{1}{\mathbf{p}_{\boldsymbol{\theta}}(\mathbf{x})} \partial_{i} \mathbf{p}_{\boldsymbol{\theta}}(\mathbf{x}) \partial_{j} \mathbf{p}_{\boldsymbol{\theta}}(\mathbf{x})\right]_{\mathbf{x}=\mathbf{f}^{-1}(\mathbf{y})}  \tag{C.1.2}\\
& =\int_{\Omega} d \mathbf{x} \frac{1}{\mathbf{p}_{\boldsymbol{\theta}}(\mathbf{x})} \partial_{i} \mathbf{p}_{\boldsymbol{\theta}}(\mathbf{x}) \partial_{j} \mathbf{p}_{\boldsymbol{\theta}}(\mathbf{x})
\end{align*}
$$

Proposition C.5. The Fisher metric is covariant under reparametrization.

Proof. Suppose that, we have the reparametrization $\overline{\boldsymbol{\theta}}=\overline{\boldsymbol{\theta}}(\boldsymbol{\theta})$. We define by $\overline{\mathbf{p}}_{\boldsymbol{\theta}}(\mathbf{x})=$ $\mathbf{p}_{\boldsymbol{\theta}}(\mathbf{x})$ then we have

$$
\begin{align*}
\bar{g}_{i j}(\overline{\boldsymbol{\theta}}) & =\int_{\Omega} d \mathbf{x} \frac{1}{\overline{\mathbf{p}}_{\overline{\boldsymbol{\theta}}}(\mathbf{x})} \frac{\partial}{\partial \bar{\theta}^{i}} \overline{\mathbf{p}}_{\overline{\boldsymbol{\theta}}}(\mathbf{x}) \frac{\partial}{\partial \bar{\theta}^{j}} \overline{\mathbf{p}}_{\overline{\boldsymbol{\theta}}}(\mathbf{x}) \\
& =\left[\frac{\partial \theta^{k}}{\partial \bar{\theta}^{i}} \frac{\partial \theta^{l}}{\partial \bar{\theta}^{j}} g_{k l}(\boldsymbol{\theta})\right]_{\boldsymbol{\theta}=\boldsymbol{\theta}(\overline{\boldsymbol{\theta}})} . \tag{C.1.3}
\end{align*}
$$

This completes the proof.

## C.1.3. Affine connections and their dual connections

To work with a statistical manifold, as usual, we need to construct a connection on it. Here we shall briefly introduce a family of affine connections based on the 1 -representation of vectors on a statistical manifold. These connections have been named $\alpha$-connections by Amari in [2].

Definition C.6. The $\alpha$-connection $\nabla^{(\alpha)}$ on a statistical manifold is defined by its coefficients (Christoffel symbols)

$$
\Gamma_{\mu \nu}^{(\alpha) \lambda}=\mathbb{E}\left(\partial_{\mu} \partial_{\nu} \ell \partial_{\rho} \ell+\frac{1-\alpha}{2} \partial_{\mu} \ell \partial_{\nu} \ell \partial_{\rho} \ell\right) g^{\rho \lambda}
$$

or equivalent

$$
\Gamma_{\mu \nu \rho}^{(\alpha)}=\mathbb{E}\left(\partial_{\mu} \partial_{\nu} \ell \partial_{\rho} \ell+\frac{1-\alpha}{2} \partial_{\mu} \ell \partial_{\nu} \ell \partial_{\rho} \ell\right)
$$

Remark C.7. It is easy to see the metric connection (the Levi-Civita connection for the Fisher metric) is same as the 0 -connection, so we can rewrite the above expression as follows

$$
\Gamma_{\mu \nu \rho}^{(\alpha)}=\Gamma_{\mu \nu \rho}^{(\text {metric })}+\alpha T_{\mu \nu \rho},
$$

where

$$
T_{\mu \nu \rho}=-\frac{1}{2} \mathbb{E}\left(\partial_{\mu} \ell \partial_{\nu} \ell \partial_{\rho} \ell\right)
$$

Definition C.8. Two connections $\nabla$ and $\nabla^{*}$ are said to be dual to each other if for all vector fields $\mathbf{X}, \mathbf{Y}, \mathbf{Z}$, we have

$$
\mathbf{X}<\mathbf{Y}, \mathbf{Z}>=<\nabla_{\mathbf{X}} \mathbf{Y}, \mathbf{Z}>+<\mathbf{Y}, \nabla_{\mathbf{X}}^{*} \mathbf{Z}>
$$

We have some properties

Proposition C.9. There exists always exactly one dual $\nabla^{*}$ to any affine connection $\nabla$, and $\nabla^{* *}=\nabla$.

Proposition C.10. $\left(\nabla^{(\alpha)}\right)^{*}=\nabla^{(-\alpha)}$.
Definition C.11. A manifold is flat with respect to an affine connection when there is a coordinate system such that

$$
\Gamma_{\mu \nu}^{\rho}=0
$$

The following lemma links flatness with respect to a connection and flatness with respect to its dual:

Lemma C.12. When a manifold is flat with respect to an affine connection, it is also flat with respect to its dual. We call it dually flat manifold.

On a dually flat manifold, there exist two special coordinates systems which are dual to each other.

Definition C.13. Two coordinate systems $\left(\theta^{\mu}\right)$ and $\left(\bar{\theta}_{\nu}\right)$ are said to be dual to one another when their coordinate basis vectors satisfy

$$
<e_{\mu}, \bar{e}^{\nu}>=\delta_{\mu \nu}
$$

where $e_{\mu}$ and $\bar{e}^{\nu}$ are the coordinate basis vectors for the $\boldsymbol{\theta}$ and $\overline{\boldsymbol{\theta}}$ systems respectively.

## C.2. Some special families of probability distributions

## C.2.1. Exponential families

An exponential family of probability distributions is a family of distributions that can be written as

$$
\mathcal{M}=\left\{p(\mathbf{x} ; \boldsymbol{\theta}) \mid p(\mathbf{x} ; \boldsymbol{\theta})=\exp \left\{\sum_{\mu} \theta^{\mu} f_{\mu}(\mathbf{x})+c_{0}(\boldsymbol{\theta})\right\} P_{0}(\mathbf{x})\right\}
$$

where $P_{0}(\mathbf{x})$ is some fixed measure, $c_{0}$ ensures that the distribution is normalized.
Then the score is given by

$$
\partial_{\mu} \ell(\theta)=f_{\mu}(\mathbf{x})+\partial_{\mu} c_{0}(\theta)
$$

Therefore the metric will be

$$
g_{\mu \nu}(\boldsymbol{\theta})=-\partial_{\mu} \partial_{\nu} c_{0}(\boldsymbol{\theta})
$$

It follows the connection $\nabla^{(\alpha)}$ is given by

$$
\Gamma_{\mu \nu \rho}^{(\alpha)}(\boldsymbol{\theta})=\frac{\alpha-1}{2} \partial_{\mu} \partial_{\nu} \partial_{\rho} c_{0}(\boldsymbol{\theta}) .
$$

Therefore the exponential family is 1 -flat.

## C.2.2. Mixture families

A mixture family of probability distributions is a family of distributions that can be written in the form

$$
\mathcal{M}=\left\{p(\mathbf{x} ; \boldsymbol{\theta}) \mid p(\mathbf{x} ; \boldsymbol{\theta})=\sum_{\mu} \theta^{\mu} P_{\mu}(\mathbf{x})+\left(1-\sum_{\mu} \theta^{\mu}\right) P_{0}(\mathbf{x})\right\}
$$

where $P_{0}, P_{\mu}^{\prime} s$ are probability distributions, and $\theta^{\mu} \in(0,1)$ such that $\sum_{\mu} \theta^{\mu}<1$.
Then the score is given by

$$
\partial_{\mu} \ell(\theta)=\frac{1}{p}\left(P_{\mu}-P_{0}\right) .
$$

Therefore the metric will be

$$
g_{\mu \nu}(\boldsymbol{\theta})=\int d \mathbf{x} \frac{1}{p}\left(P_{\mu}-P_{0}\right)\left(P_{\nu}-P_{0}\right)
$$

It follows the connection $\nabla^{(\alpha)}$ is given by

$$
\Gamma_{\mu \nu \rho}^{(\alpha)}(\boldsymbol{\theta})=-\frac{\alpha+1}{2} \int d \mathbf{x} \frac{1}{p^{2}} \partial_{\mu} p \partial_{\nu} p \partial_{\rho} p
$$

Therefore the exponential family is $(-1)$-flat.
In the special case, when $P_{\mu}=\delta_{a_{\mu}}, P_{0}=\delta_{a_{0}}$. The score is given by

$$
\partial_{\mu} \ell(\theta)=\frac{1}{p}\left(\delta_{a_{\mu}}-\delta_{a_{0}}\right) .
$$

Therefore the metric will be

$$
g_{\mu \nu}(\boldsymbol{\theta})=\frac{\delta_{\mu \nu}}{\theta^{\mu}}+\frac{1}{1-\sum_{\lambda} \theta^{\lambda}}
$$

It follows the connection $\nabla^{(\alpha)}$ is given by

$$
\Gamma_{\mu \nu \rho}^{(\alpha)}(\boldsymbol{\theta})=\frac{\alpha+1}{2}\left\{\frac{\delta_{\mu \nu} \delta_{\mu \rho}}{\left(\theta^{\mu}\right)^{2}}+\frac{1}{\left(1-\sum_{\lambda} \theta^{\lambda}\right)^{2}}\right\}
$$

Therefore the mixture family is $(-1)$-flat.
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## List of Notations

## Spaces

```
\(\Delta_{n}\)
    \(\left\{\left(x^{0}, x^{1}, \cdots, x^{n}\right) \in \mathbb{R}^{n+1}: x^{i} \geq 0 \quad i=0, \cdots, n\right.\) and \(\left.\sum_{i=0}^{n} x^{i}=1\right\}\)
    the standard simplex in \(\mathbb{R}^{n+1}\)
\(e_{0} \quad(0, \ldots, 0) \in \mathbb{R}^{n}\)
\(e_{k}\)
\((0, \ldots, \underbrace{1}_{k^{t h}}, \ldots, 0) \in \mathbb{R}^{n}, \quad k=1, \cdots, n\)
\(\Omega_{n} \quad\) intco \(\left\{e_{0}, \ldots, e_{n}\right\}\)
\(=\left\{\sum_{k=0}^{n} x^{k} e_{k},\left(x^{0}, x\right)=\left(1-\sum_{k=1}^{n} x^{k}, x^{1}, \ldots, x^{n}\right) \in \operatorname{int} \Delta_{n}\right\}\)
the image of projection of the standard simplex onto hyper-surface \(x^{0}=0\)
\(I_{k}^{i_{0}, \ldots, i_{k}}\)
\(I_{k}\)
\(\left\{i_{0}, \ldots, i_{k}\right\}\)
\(\left\{\left\{i_{0}, \ldots, i_{k}\right\}, 0 \leq i_{0}<\ldots<i_{k} \leq n\right\}\)
intco \(\left\{e_{0}, \ldots, e_{k}\right\}, \quad k \in\{1, \ldots, n\}\)
the domain representing a population of alleles \(\left\{A_{0}, \ldots, A_{k}\right\}\)
\(V_{k}^{i_{0}, \ldots, i_{k}} \quad\) intco \(\left\{e_{i_{0}}, \ldots, e_{i_{k}}\right\}\)
the domain representing a population of alleles \(\left\{A_{i_{0}}, \ldots, A_{i_{k}}\right\}\)
the \(l^{\text {th }}\) component of \(V_{k}, l=1, \cdots,\binom{n+1}{k+1}\)
\(\left\{\right.\) intco \(\left\{e_{i_{0}}, \ldots, e_{i_{k}}\right\}\) for some \(\left.i_{0}<\ldots<i_{k} \in \overline{0, n}\right\}\)
\(=\bigsqcup_{\left(i_{0}, \ldots, i_{k}\right) \in I_{k}} V_{k}^{i_{0}, \ldots, i_{k}}=\bigsqcup_{l=1}^{\binom{n+1}{k+1}} V_{k}^{(l)}\)
the domain representing a population of \((k+1)\) alleles
\(\bar{V}_{k}\)
\(\bigsqcup_{i=0}^{k} V_{i}, k=0, \ldots, n\)
the domain representing a population of as most \((k+1)\) alleles
\(w_{k}^{i_{0}, \ldots, i_{k}}(x)\)
\(\prod_{i \in I_{k}^{i_{0}, \ldots, i_{k}}} x^{i}\)
\(H_{k} \quad C^{\infty}\left(\bar{\Omega}_{k}\right), \quad k \in\{1, \ldots, n\}\)
\(H_{k}^{i_{0}, \ldots, i_{k}} \quad C^{\infty}\left(\overline{V_{k}^{i_{0}, \ldots, i_{k}}}\right)\)
\(H \quad\left\{f: \bar{V}_{n} \rightarrow[0, \infty]\right.\) measurable such that \(\left.\int_{\bar{V}_{n}} f(x) g(x) d x<\infty, \forall g \in H_{n}\right\}\)
```

| $L_{k}$ | $H_{k} \rightarrow H_{k}, \quad L_{k} f(x)=\frac{1}{2} \sum_{i, j=1}^{k} \frac{\partial^{2}}{\partial x^{i} \partial x^{j}}\left(x^{i}\left(\delta_{i j}-x^{j}\right) f(x)\right), \quad k \in\{1, \ldots, n\}$ |
| :--- | :--- |
| $L_{k}^{*}$ | $H_{k} \rightarrow H_{k}, \quad L_{k}^{*} g(x)=\frac{1}{2} \sum_{i, j=1}^{k}\left(x^{i}\left(\delta_{i j}-x^{j}\right)\right) \frac{\partial^{2}}{\partial x^{2} \partial x^{j}} g(x), \quad k \in\{1, \ldots, n\}$ |
| $L_{0}$ | $=L_{0}^{*}=0$ |
| $L$ | $L_{1}$ |
| $L^{*}$ | $L_{1}^{*}, \ldots, i_{k}$ |
| $L_{k}^{i_{0}, \ldots, i_{k}}$ | $H_{k}^{i_{0}, \ldots, i_{k}} \rightarrow H_{k}^{i_{0}, \ldots, i_{k}}, \quad L_{k}^{i_{0}, \ldots, i_{k}} f(x)=\frac{1}{2} \sum_{i, j \in I_{k}^{i_{0}, \ldots, i_{k}}} \frac{\partial^{2}}{\partial x^{2} \partial x^{j}}\left(x^{i}\left(\delta_{i j}-x^{j}\right) f\right)$ |
| $\left(L_{k}^{i_{0}, \ldots, i_{k}}\right)^{*}$ | $H_{k}^{i_{0}, \ldots, i_{k}} \rightarrow H_{k}^{i_{0}, \ldots, i_{k}}, \quad\left(L_{k}^{i_{0}, \ldots, i_{k}}\right)^{*} g(x)=\frac{1}{2} \sum_{i, j \in I_{k}^{i_{0}, \ldots, i_{k}}}\left(x^{i}\left(\delta_{i j}-x^{j}\right)\right) \frac{\partial^{2}}{\partial x^{i} \partial x^{j}} g(x)$ |

## Others

$$
\begin{array}{ll}
{[f, g]_{n}} & \int_{\bar{V}_{n}} f(x) g(x) d \mu, \forall f \in H, g \in H_{n} \\
& =\sum_{k=0}^{n} \int_{V_{k}} f_{k}(\mathbf{x}) g(\mathbf{x}) d \mu_{k} \\
& =\sum_{k=0}^{n}\left(f_{k}, g\right)_{k} \\
& \text { where } f_{\mid V_{k}}=f_{k}, \quad k=0, \cdots, n \\
& {[f, g]_{1}} \\
{[f, g]} & a(a+1)(a+2) \cdots(a+n-1)=\frac{\Gamma(a+n)}{\Gamma(a)}, \quad(a)_{0}=1 \\
a_{[n]} & a(a-1)(a-2) \cdots(a-n+1)=\frac{\Gamma(a)}{\Gamma(a-n)}, \quad a_{[0]}=1
\end{array}
$$
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