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1 Introduction

Since the pioneering work of R.A. Fisher and S.G. Wright, a mathematical con-
ception of population genetics has proven very useful. Population genetics describe
biological processes at the level of genes, which appear as the biological unit of
coding, function and inheritance (cf. [12]), and may therefore yield an account of
the genetic configuration of a given population and its evolution over time. Also,
the same type of processes may be observed in other settings where evolution is
examined, for example in evolutionary models of linguistics (cf. [6]).
The key point in these models consists of the fact that evolution is assumed to

be (partially) random and hence relates to the mathematical concept of stochastic
processes. First applications of this entered the debate in the 1920s and 1930s in
the context of a study of genetic drift, i. e. the change in the genetic configuration
which is only due to random effects. Such models featuring a fixed population size
and non-overlapping generations are usually referred to as Wright–Fisher models,
introduced by Fisher (implicitly) and Wright in 1922 resp. 1931 (cf. [11], [33]). The
simplest application is a model with one locus at which two alleles may occur. One
may then ask what the probabilistic configuration of the model is at a given time.
Technically, such processes are Markov chains as the probabilities for genetic

changes only depend on the current genetic configuration. In order to match the
observations of evolutionary biology, in addition to genetic drift, Wright–Fisher
models also need to incorporate other evolutionary effects such as natural selection
and mutation as well as recombination in multi-loci models. In this generalised
setting, a diffusion limit of the considered processes proves to be handier, i. e. instead
of a discrete state space and a discrete time parameter, the configuration is then
given by a real-valued random variable, while time is continuous. This so-called
diffusion approximation is a standard tool and may be found in many textbooks (e. g.
in [10]); its application to population genetics is notably due to M. Kimura in the

1



1 Introduction

1950s (cf. [17]).
Continuous models may then in turn be described by means of analytical concepts,

i. e. differential equations for the corresponding probability density function referred
to as the Kolmogorov equations (cf. [20]). In the absence of natural selection and
other effects, these equations describe a heat-equation type evolution, thus the
evolution of the genetic configuration is similar to the diffusion of heat in a metal.
The inclusion of other evolutionary mechanisms such as natural selection, mutation
or recombination then corresponds to a deterministic component which biases the
evolution into a certain direction (this, in terms of physics, is referred to as ‘drift’)
in contrast to the undirected random component (‘diffusion’). Due to the analogy to
physics, this type of differential equations also appears in the physics literature by the
notion of Fokker-Planck equations. For the purposes of this thesis, we will stick with
the genetics nomenclature and use the notion of the Kolmogorov equations with the
Kolmogorov forward equation describing the future evolution of a given configuration,
whereas the Kolmogorov backward equation gives probabilities conditional upon
ending up in a specified state at some future time.

The present thesis is basically located within the context of the diffusion approx-
imation of Wright–Fisher models and the Kolmogorov equations describing their
evolution. The main subject of this thesis is twofold: The first half is concerned
with an analysis of recombinational Wright–Fisher models as well as with stating the
corresponding Kolmogorov equations for their diffusion limit. Triggered by a result of
M. Kimura together with T. Ohta in 1969 (cf. [25]), which appears in the literature
without much further background, a full account of the diffusion approximation
of recombinational Wright–Fisher models is developed, also with a view towards
information geometry. The other half of the thesis addresses analytical solution
schemes for such Kolmogorov equations arising from Wright–Fisher models. However,
for simplification, the treatment in that part is limited to models with only one locus
and consequently without recombination as well as other evolutionary effects, thus
may be subsumed under ‘neutral evolution’.

For this setting, analytic solutions already exist in the literature, for example for
the two-allelic case as well as for the tri-allelic case by M. Kimura (cf. [16], [18]) and
for the general case with n alleles by R.A. Littler and E.D. Fackerell (cf. [22]) as
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well as recently in [30]. All these, however, appear to be incomplete to a certain
extent in the sense that a systematic account of the boundary, which – other than
in standard heat equation theory – requires a specific treatment, and hence a full
description of the dynamics is missing. In the analysis presented here, we are able
to develop such an extended solution scheme including the boundary, predicated
on M. Kimura’s findings in [16]. This may be applied both to the forward and the
backward setting, leading to interesting results.

For the Kolmogorov backward equation, our analysis also reconfirms some results
by R.A. Littler for the stationary case (corresponding to t = −∞; cf. [21], [23]);
the presented approach provides a systematic derivation for these results, which is
missing in the mentioned sources. Additionally, another important aspect, that is the
uniqueness of these stationary solutions, obviously has not been covered by Littler
nor elsewhere – yet, this gap may be filled via a specifically designed blow-up scheme
for the domain as will be presented in this thesis.
The outline of the present thesis is thus as follows: In chapter 2, a systematic

approach to the diffusion approximation of recombinational two- or more loci Wright–
Fisher models is presented. As a point of departure we choose a specific Kolmogorov
backward equation for the diffusion approximation of a recombinational two-loci
Wright–Fisher model, to which – with the help of some information geometrical
methods, i. e. by calculating the sectional curvatures of the corresponding statistical
manifold (which is the domain equipped with the corresponding Fisher metric) – we
are able to identify the underlying Wright–Fisher model. Accompanying this, for all
methods and tools involved a suitable introduction is presented. Furthermore, the
considerations span a separate analysis for the two most common underlying models
(RUZ and RUG) as well as a comparison of the two models. Finally, transferring
corresponding results for a simpler model described by Antonelli and Strobeck in [5],
solutions of the Kolmogorov equations are contrasted with Brownian motion in the
same domain, leading to interesting insights.
In chapter 3, the perspective of the diffusion approximation of recombinational

Wright–Fisher models is further developed as the model underlying the Ohta–Kimura
formula is subsequently extended by an integration of the concepts of natural fitness
and mutation. Simultaneously, the corresponding extensions of the Ohta–Kimura
formula are stated. Crucial for this is the development of a suitable fitness scheme,
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1 Introduction

which is accomplished by a multiplicative aggregation of fitness values for pairs of
gametes/zygotes. Furthermore, the model is generalised to have an arbitrary number
of alleles and – in the following step – an arbitrary number of loci respectively.
The latter involves an increased number of recombination modes, for which the
concept of recombination masks as introduced in [27] is also implemented into
the model. Another generalisation in terms of coarse-graining is performed via
an application of schemata; this also affects the previously introduced concepts,
specifically mask recombination, which are adapted accordingly. Eventually, a
geometric analysis of linkage equilibrium states of the multi-loci Wright–Fisher models
is carried out, relating to the concept of hierarchical probability distributions in
information geometry (cf. [3]), which concludes our considerations of recombinational
Wright–Fisher models and their extensions.

In chapter 4, we usher in our discussion of analytical solution schemes for the
Kolmogorov equations corresponding to the diffusion approximation of Wright–Fisher
models, which represents the second part of the thesis. To this end, we start with
the simplest setting of a 1-dimensional Wright–Fisher model, for which we recall
the solution strategy for the corresponding Kolmogorov forward equation given by
M. Kimura. From this, we are able to construct a unique extended solution which
also accounts for the dynamics of the model on lower-dimensional entities of the state
space, i. e. configurations of the model where one of the alleles no longer exists in the
population, utilising the concept of the (boundary) flux of a solution; a discussion
of the moments of the distribution confirms our findings. A similar treatment is
then carried out for the corresponding Kolmogorov backward equation, yielding
analogous results of existence and uniqueness for an extended solution. For the latter
in particular, a corresponding account of the configuration on the boundary turns
out to be crucial, which is also reflected in the probabilistic interpretation of the
backward solution. Additionally, the long-term behaviour of solutions is analysed,
and a comparison between such solutions of the forward and the backward equation
is made.
In chapter 5, we basically aim to transfer the results obtained in the previous

chapter to the subsequent increasingly complicated setting of a Wright–Fisher model
with 1 locus and an arbitrary number of alleles: With solution schemes for the
interior of the state space (i. e. not encompassing the boundary) already existing in
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the literature, we develop an extension scheme for a successive determination of the
solution on lower-dimensional entities of the domain. This scheme, again, makes
use of the concept of (boundary) flux of solutions, and we may therefore show that
this extended solution fulfils additional properties regarding the completeness of
the diffusion approximation with respect to the boundary. These properties may
be formulated in terms of the moments of the distribution, and we illustrate their
connection to the underlying Wright–Fisher model. Altogether, stipulating such a
moments condition, we show existence and uniqueness of an extended solution on
the entire domain. Furthermore, the corresponding Kolmogorov backward equation
is examined, for which we similarly present a (backward) extension scheme which
allows extending a solution in a domain (perceived as a boundary instance of a
larger domain) to all adjacent higher-dimensional entities of the larger domain along
a certain path. This generalises the integration of boundary data observed in the
previous chapter; in total, we may show the existence of a solution of the Kolmogorov
backward equation in the entire domain for arbitrary boundary data.

Of particular interest to our discussion are stationary solutions of the Kolmogorov
backward equation as they describe eventual hit probabilities for a certain target
set of the model (in accordance with the probabilistic interpretation of solutions
of the backward equation). The presented backward extension scheme allows the
construction of solutions for all relevant cases. Eventually, in chapter 6, the hitherto
missing uniqueness assertion for this type of solutions is established by means of
a specific iterated transformation which resolves the critical incompatibilities of
solutions by a successive blow-up while the domain is converted from a simplex
into a cube. Then – under certain additional assumptions on the regularity of
the transformed solution – the uniqueness directly follows from general principles.
Lastly, several other aspects of the blow-up scheme are discussed; in particular, it is
illustrated in what way the required extra regularity relates to reasonable additional
properties of the underlying Wright–Fisher model.
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2 A recombinational two-loci Wright–Fisher
model and its diffusion approximation

In this chapter we are concerned with setting up a two-loci Wright–Fisher model
with recombination and giving its diffusion approximation. However, we proceed
indirectly and choose the differential equation for the transition probability density
for such a model as our point of departure and subsequently identify and analyse
the underlying Wright–Fisher models. This in particular involves an application of
information geometrical tools, which will likewise be introduced.

2.1 The Ohta–Kimura formula
The differential equation for the transition probability density f : Ω(p,q,D)×(0,∞) −→
R of the diffusion approximation of a recombinational two-loci Wright–Fisher model
given by T. Ohta and M. Kimura as presented in [10], p. 228 reads

∂f

∂t
= 1

4p(1− p)
∂2f

(∂p)2 + 1
4q(1− q)

∂2f

(∂q)2 + 1
2D

∂2f

∂p∂q
+ 1

2D(1− 2p) ∂2f

∂p∂D
(2.1)

+ 1
2D(1− 2q) ∂2f

∂q∂D
+ 1

4{pq(1− p)(1− q) +D(1− 2p)(1− 2q)−D2} ∂2f

(∂D)2

− 1
2D(1 + 2NR) ∂f

∂D

for f( · , t) ∈ C2(Ω(p,q,D)) for every t > 0 and f(p, q,D, · ) ∈ C1((0,∞)) for (p, q,D) ∈
Ω(p,q,D) and with

Ω(p,q,D) :={
(p, q,D) ∈ R3∣∣0 < p, q < 1,max(p+ q − 1, 0)− pq < D < min(p, q)− pq

}
. (2.2)
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2 A recombinational two-loci Wright–Fisher model and its diffusion approximation

Thus, the coefficient matrix of the 2nd order derivatives equals

(
aij(p, q,D)

)
:= 1

4

 p(1− p) D D(1− 2p)
D q(1− q) D(1− 2q)

D(1− 2p) D(1− 2q) pq(1− p)(1− q) +D(1− 2p)(1− 2q)−D2

.
(2.3)

Since a derivation of this formula is not provided in the literature, we will aim
to make up for this in the following: Calculating the sectional curvatures of the
statistical manifold corresponding to the given formula will help us identify the
underlying probability distribution, which will then lead us to the corresponding
Wright–Fisher model. In the following, we start with the introduction of some basic
concepts.

2.2 Aspects of information geometry

2.2.1 Riemannian metrics

We briefly recapitulate the definitions (cf. [13], pp. 13 f.):

2.1 Definition. A Riemannian manifold (M, g) is a differentiable manifold M

equipped with a Riemannian metric g, i. e. a scalar product on each tangent space
TpM which depends smoothly on the base point p ∈M .

In local coordinates x = (x1, . . . , xd), a Riemannian metric is given by a matrix
(gij(x)). When changing coordinates to x̃, then this matrix transforms as

g̃kl(x̃) =
∑
i,j

gij(x) ∂x
i

∂x̃k
∂xj

∂x̃l
(2.4)

with (g̃kl(x̃)) denoting the representation of the metric in the x̃-coordinates. This is
due to the requirement that the scalar product of two tangent vectors be independent
of the coordinate representation. Correspondingly, we have for (gkl(x)), which denotes

8



2.2 Aspects of information geometry

the inverse of (gij(x)),

g̃kl(x̃) =
∑
i,j

gij(x)∂x̃
k

∂xi
∂x̃l

∂xj
. (2.5)

Now, when stating a parabolic differential equation in some domain ΩT := Ω×
(0, T ) ⊂ Rn × (R+ ∪ {∞}) in the general form

∂

∂t
u(x, t) =

n∑
i,j=1

aij(x) ∂2

∂xi∂xj
u(x, t) +

n∑
i=1

bi(x) ∂

∂xi
u(x, t) + c(x)u(x, t)

with (x, t) ∈ ΩT , (2.6)

we have for its transformation behaviour under coordinates changes:

2.2 Lemma. The parabolic partial differential equation (2.6) transforms under a
change of the spatial coordinates Ω −→ Ω̃, x 7−→ x̃ into

∂

∂t
ũ(x̃, t) =

n∑
k,l=1

ãkl(x̃) ∂2

∂x̃k∂x̃l
ũ(x̃, t) +

n∑
k=1

b̃k(x̃) ∂

∂x̃k
ũ(x̃, t) + c̃(x̃)ũ(x̃, t) (2.7)

with ũ
(
x̃(x), t

)
= u(x, t) and

ãkl(x̃) =
n∑

i,j=1

aij(x)∂x̃
k

∂xi
∂x̃l

∂xj
for k, l = 1, . . . , n, (2.8)

b̃k(x̃) =
n∑
i=1

bi(x)∂x̃
k

∂xi
+

n∑
i,j=1

aij(x) ∂2x̃k

∂xi∂xj
for k = 1, . . . , n, (2.9)

c̃(x̃) = c(x). (2.10)

Proof. Let x̃ be a change of coordinates and ũ such that u(x, t) = ũ(x̃(x), t). Then
we have by the chain rule

n∑
i,j=1

aij
∂2

∂xi∂xj
u =

n∑
i,j=1

n∑
k=1

aij
∂

∂xi

(∂x̃k
∂xj

∂

∂x̃k
ũ
)

9



2 A recombinational two-loci Wright–Fisher model and its diffusion approximation

=
n∑

i,j=1

( n∑
l,k=1

aij
∂x̃l

∂xi
∂x̃k

∂xj
∂2

∂x̃l∂x̃k
ũ+

n∑
k=1

aij
∂2x̃k

∂xi∂xj
∂

∂x̃k
ũ
)

=
n∑

l,k=1

n∑
i,j=1

aij
∂x̃l

∂xi
∂x̃k

∂xj
∂2

∂x̃l∂x̃k
ũ+

n∑
k=1

n∑
i,j=1

aij
∂2x̃k

∂xi∂xj
∂

∂x̃k
ũ (2.11)

and
n∑
i=1

bi
∂

∂xi
u =

n∑
i=1

n∑
k=1

bi
∂x̃k

∂xi
∂

∂x̃k
ũ =

n∑
k=1

n∑
i=1

bi
∂x̃k

∂xi
∂

∂x̃k
ũ. (2.12)

Now putting ãlk, b̃k and c̃ as in equation (2.8), we have

n∑
i,j=1

aij
∂2

∂xi∂xj
u+

n∑
i=1

bi
∂

∂xi
u+ cu =

n∑
l,k=1

ãlk
∂2

∂x̃l∂x̃k
ũ+

n∑
k=1

b̃k
∂

∂x̃k
ũ+ c̃ũ.

As the coefficient matrix of the second order derivatives (aij) – additionally to
being positive definite – thus transforms like the coefficients (gij) of the inverse
of the Riemannian metric g = (gij) under changes of coordinates (i. e. twice con-
travariantly), this allows interpreting a parabolic PDE on a domain Ω in terms
of a Riemannian manifold (Ω, g) with the (inverse of the) corresponding metric g
given by the coefficients (gij) = (aij). In fact, in section 2.2.4 we will show that for
equation (2.1) (aij) coincides with (the inverse of) a Fisher metric on Ω(p,q,D).

Here, Ω(p,q,D) ⊂ R3 clearly is a differentiable manifold, and it may be checked that
g = (gij) given by (gij) = (aij) defines a scalar product (i. e. (gij) is symmetric and
positive definite in Ω(p,q,D)) with its coefficients depending continuously on the base
point. However, inverting (gij) yields a quite lengthy expression, which we state here
only for completeness:

(gi1)(p,q,D) = 4 det(gij)−1

−(p−1)p(q−1)2q2−(2p−1)(q−1)q(2q−1)D+(−1−3(q−1)q)D2

−(p−1)p(q−1)qD+D3

D(q(−1−2p(q−1)+q−2D)+D)

, (2.13)

(gi2)(p,q,D) = 4 det(gij)−1

 −(p−1)p(q−1)qD+D3

−(p−1)2p2(q−1)q−(p−1)p(2p−1)(2q−1)D+(−1−3(p−1)p)D2

D(p(−1+p+2q−2pq−2D)+D)

, (2.14)

10



2.2 Aspects of information geometry

(gi3)(p,q,D) = 4 det(gij)−1

D(q(−1−2p(q−1)+q−2D)+D)

D(p(−1+p+2q−2pq−2D)+D)

(p−1)p(q−1)q−D2

. (2.15)

2.2.2 Curvature

To understand the geometrical properties of the problem given, we will calculate
the sectional curvatures of the manifold (Ω(p,q,D), g) with (gij) being given by the
coefficients of the 2nd order derivatives.
In accordance with [13], p. 164, we define:

2.3 Definition. The sectional curvature of the plane spanned by the (linearly
independent) tangent vectors X = ξi ∂

∂xi
, Y = ηj ∂

∂xj
∈ TxM of the Riemannian

manifold (M, g) is

K(X ∧ Y ) := Rijklξ
iηjξkηl

(gikgjl − gijgkl)ξiηjξkηl
. (2.16)

In the preceding formulae as well as throughout this section, the summation
convention is employed, meaning that it is summed over all indices which appear
both as upper and as lower index. Furthermore, R denotes the Riemann curvature
tensor , whose components are given by

Rk
lij = ∂iΓkjl − ∂jΓkil + ΓkirΓrjl − ΓkjsΓsil. (2.17)

The appearing Γ are the Christoffel symbols of the (unique) Levi–Civita connection
for (M, g), which may be expressed in terms of the metric. Correspondingly, the
Christoffel symbols of 1st kind are given by

Γijl := 1
2
( ∂

∂xj
gil + ∂

∂xi
gjl −

∂

∂xl
gij
)
, (2.18)

whereas those of 2nd kind are given by

Γkij := gklΓijl = 1
2g

kl
( ∂

∂xj
gil + ∂

∂xi
gjl −

∂

∂xl
gij
)

(2.19)

respectively (cf. [13], p. 18).
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2 A recombinational two-loci Wright–Fisher model and its diffusion approximation

However, equation (2.16) requires the purely covariant formulation of the curvature
tensor, which is obtained by lowering the upper index, hence

Rklij = gkmR
m
lij. (2.20)

The resulting formula may be simplified to some extent, which also reduces the
calculative effort. Doing so, we first evaluate the derivatives occurring in Rm

lij (cf.
equation (2.17)):

∂iΓmjl − ∂jΓmil = ∂i(gmsΓjls)− ∂j(gmrΓilr)

= (∂igms)Γjls + gms(∂iΓjls)− (∂jgmr)Γilr − gmr(∂jΓilr).

Now exploiting that, for the Levi-Civita connection ∇ of (M, g), we have ∇i(gms) = 0,
i. e. ∂igms = −Γmaigas − Γsbigmb, thus

∂iΓmjl − ∂jΓmil = −ΓmaigasΓjls + ΓmajgarΓilr − ΓsbigmbΓjls + ΓrbjgmbΓilr
+ gmr(∂iΓjlr − ∂jΓilr).

As gasΓjls = Γajl and Γmai = Γmia, the first two terms on the right-hand side cancel with
the last two terms of equation (2.17), and now lowering the upper index m yields

Rklij = gkmR
m
lij = −ΓskiΓjls + ΓrkjΓilr + ∂iΓjlk − ∂jΓilk

as gkmgmb = δbk. Expressing the appearing Christoffel symbols of 2nd kind through
those of 1st kind resp. employing their definition for the last two terms, we eventually
arrive at

Rklij = 1
2 (∂i∂lgjk + ∂j∂kgil − ∂i∂kgjl − ∂j∂lgik) + grs (ΓkjsΓilr − ΓkirΓjls) , (2.21)

which we will use for calculating the curvatures in the following (note Rklij = Rijkl).
We additionally note:

2.4 Remark. If the metric g is scaled with a factor λ, then the corresponding
sectional curvatures are scaled by 1

λ
.

12



2.2 Aspects of information geometry

Proof. In equation (2.16), g appears twice in the denominator, while Rklij in the
enumerator only contains either ∂∂g or terms of the form g−1∂g∂g, which both
deliver only one factor λ.

2.2.3 Geometrical properties corresponding to the Ohta–Kimura
formula

Analysing the geometry of the given problems results in:

2.5 Proposition. The sectional curvatures of (Ω(p,q,D), g) with the inverse metric
(gij) given by the coefficient matrix (aij) of the 2nd order derivatives of the Ohta–
Kimura formula (2.1) are all (constantly) equal to 1

16 .

Proof. We calculate the sectional curvature for a plane spanned by two coordinate
axes Kij := K( ∂

∂xi
∧ ∂

∂xj
), which is according to equations (2.16) and (2.21) given by

Kij = Rijji

giigjj − (gij)2

=
1
2 (∂i∂igjj + ∂j∂jgii − ∂i∂jgji − ∂j∂igij) + grs (ΓjjsΓiir − ΓjirΓjis)

giigjj − (gij)2

= . . .

= 1
16 .

The preceding result is essentially independent of any prefactors (i. e. 1
2) added

to the metric as in accordance with remark 2.4, this does not affect its property of
describing a manifold of constant curvature.

Hence, as dealing with a manifold with constant curvature, it is appropriate to shift
to more natural coordinates, i. e. coordinates which are adapted to the geometrical
situation. Since for n ∈ N the standard n-sphere

Sn =
{

(x1, . . . , xn+1) ∈ Rn+1
∣∣∣ n+1∑
i=1

(xi)2 = 1
}
⊂ Rn+1 (2.22)

is a manifold of constant (positive) curvature, we may adopt such sphere coordinates,
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2 A recombinational two-loci Wright–Fisher model and its diffusion approximation

which are given (for the positive sector Sn+) by

{
(x1, . . . , xn) ∈ Rn

∣∣∣xi > 0,
n∑
i=1

(xi)2
< 1
}

(2.23)

as only n coordinates are needed as xn+1 is suppressible and may be calculated from
the other coordinates. In these coordinates, the standard metric gn of Sn (which
is the metric induced on Sn from Euclidean metric on Rn+1; cf. [12], pp. 137 f.) is
given by

(gnij(x)) =


1 + (x1)2

(xn+1)2
x1x2

(xn+1)2 . . . x1xn

(xn+1)2

x1x2

(xn+1)2 1 + (x2)2

(xn+1)2 . . . x2xn

(xn+1)2

...
...

. . .
...

x1xn

(xn+1)2
x2xn

(xn+1)2 . . . 1 + (xn)2

(xn+1)2

 (2.24)

with xn+1 :=
√

1−
∑n+1

i=1 (xi)2; calculating the sectional curvatures of (Sn, gn) di-
rectly verifies the property of being a manifold of positive curvature.
Furthermore, we may exploit the natural bijection between the positive sector of

the n-sphere and the (open) n-dimensional standard orthogonal simplex

∆n :=
{

(x1, . . . , xn) ∈ Rn
∣∣xi > 0,

n∑
i=1

xi < 1
}
, (2.25)

which is given by

Sn+ −→ ∆n, (2.26)

(yi) 7−→ (xi) with xi := (yi)2 for i = 1, . . . , n.

2.6 Lemma. Under a change of coordinates (p, q,D) 7−→ x = (x1, x2, x3) with

x1 := pq +D, x2 := p(1− q)−D, x3 := q(1− p)−D, (2.27)

the domain Ω(p,q,D) is mapped onto ∆3, while the coefficient matrix (aij(p, q,D)) of

14



2.2 Aspects of information geometry

the 2nd order derivatives in equation (2.1) transforms into

(aij(x)) = 1
4

x
1(1− x1) −x1x2 −x1x3

−x1x2 x2(1− x2) −x2x3

−x1x3 −x2x3 x3(1− x3)

, x ∈ ∆3 (2.28)

and

(aij(x)) = 4

(x1)−1 + (x4)−1 (x4)−1 (x4)−1

(x4)−1 (x2)−1 + (x4)−1 (x4)−1

(x4)−1 (x4)−1 (x3)−1 + (x4)−1

, x ∈ ∆3

(2.29)

with x4 := 1−
∑3

i=1 x
i respectively.

Proof. The assertion on Ω(p,q,D) may be checked straightforwardly. Furthermore, we
have

(
∂xi

∂p
,
∂xi

∂q
,
∂xi

∂D

)
i=1,2,3

=

 q p 1
1− q −p −1
−q 1− p −1

. (2.30)

Applying the formula for aij given in lemma 2.2 yields the desired result.

Transforming further into sphere coordinates by

(xi) 7−→ (yi) with yi :=
√
xi for i = 1, 2, 3, (2.31)

thus applying the natural bijection ∆3 −→ S3
+ of equation (2.26), we have ∂yi

∂xj
=

1
2
√
xj
δij, from which we obtain analogously

(âij(y)) = 1
16

1− (y1)2 −y1y2 −y1y3

−y1y2 1− (y2)2 −y2y3

−y1y3 −y2y3 1− (y3)3

, y ∈ S3
+ (2.32)

15



2 A recombinational two-loci Wright–Fisher model and its diffusion approximation

and

(âij(y)) = 16


1 + (y1)2

(y4)2
y1y2

(y4)2
y1y3

(y4)2

y1y2

(y4)2 1 + (y2)2

(y4)2
y2y3

(y4)2

y1y3

(y4)2
y2y3

(y4)2 1 + (y3)2

(y4)2

, y ∈ S3
+ (2.33)

with y4 :=
√

1−
∑3

i=1 (yi)2 respectively.
Thus, (âij) resp. (āij) coincide (up to the prefactor 16) with the standard metric

g3 of the 3-sphere S3
+ ⊂ R4 (cf. equation (2.24)), which again confirms the statement

of proposition 2.5 (cf. also remark 2.4). Moreover, āij(x) is (up to scaling and
the missing prefactor N) the covariance matrix of the multinomial distribution
M(N ; p1, . . . , p4) with parameters pi = xi, i = 1, 2, 3; p4 = 1−

∑3
i=1 x

i: This already
hints at its coincidence with the Fisher metric of the multinomial distribution on ∆3

as will be illustrated in the following section.

2.2.4 The Fisher metric

Generally, the Fisher information metric of a suitable family of probability distribu-
tions on some domain Ω parametrised by θ = (θ1, . . . , θn) ∈ Θ ⊂ Rn with probability
density functions p(θ) : Ω −→ R is given by (cf. [2], p. 27)

gij(θ) := Ep(θ)

( ∂

∂θi
log p(θ) ∂

∂θj
log p(θ)

)
for i, j ∈ {1, . . . , n}, θ ∈ Θ, (2.34)

wherein the expectation is to be taken with respect to p(θ) as indicated. It may be
checked that this defines a Riemannian metric (cf. definition 2.1) on the parameter
space Θ. Then, (Θ, g) is called a statistical manifold.

In the very common case of an exponential family with probability density function

p(ω, θ) = g(ω) exp
( n∑
i=1

θiXi(ω)− ψ(θ)
)

(2.35)

with X1, . . . , Xn being the corresponding observables (cf. [24]), we have for the Fisher
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2.2 Aspects of information geometry

metric

gij(θ) = E
((
Xi −

∂

∂θi
ψ
)(
Xj −

∂

∂θj
ψ
))

= E(XiXj)− E(Xi) E(Xj),

i, j = 1, . . . , n, (2.36)

as

∂

∂θi
ψ(θ) = E(Xi), i = 1, . . . , n,

thus already the property of being the covariance matrix of the corresponding
distribution.

For the multinomial distributionM(N ; p1, . . . , pn+1), p ∈ ∆n, which also forms an
exponential family in their natural parameters

θi := log
(

pi

1−
∑n

j=1 p
j

)
, i = 1, . . . , n (2.37)

and with g(ω) =
(

N
X1(ω),...,Xn(ω),N−

∑
j Xj(ω)

)
and ψ(θ) = N log

(
1 +

∑n
j=1 exp(θj)), the

Fisher metric g thus defines a Riemannian metric on the space of natural parameters
Θ of the multinomial distribution with (gij(θ)) coinciding with the corresponding
covariance matrix (cf. equation (2.36)). However, this is only true for (gij) given in
the θ-coordinates, whereas the Ohta–Kimura formula and its derivations are rather
formulated in terms of the p-coordinates.

To formulate the Fisher metric of the multinomial distribution in the coordinates
p1, . . . , pn (the parameter pn+1 does not appear as coordinate due to

∑n+1
i=1 p

i = 1), we
may change the coordinates adequately with the metric transforming in accordance
with equation (2.4). Hence, we obtain

ḡkl(p) =
n∑

i,j=1

gij(θ)
∂θk
∂pi

∂θl
∂pj

= N2
n∑

i,j=1

gij(gki)−1(glj)−1 = N2gkl(θ(p))

for k, l = 1, . . . , n, p ∈ ∆n (2.38)
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2 A recombinational two-loci Wright–Fisher model and its diffusion approximation

as we have

N
∂pi

∂θj
= ∂

∂θj
E(Xi) = ∂2

∂θi∂θj
ψ(θ) = E(XiXj)− E(Xi) E(Xj) ≡ gij(θ), (2.39)

with the first equality holding particularly for the multinomial distribution. Thus,
the Fisher metric on the parameter space in p-coordinates ∆n is the inverse of the
metric on the parameter space in θ-coordinates Θ (up to the factor N2; cf. [12]). For
the inverse metric, this further implies

ḡkl(p) = 1
N2 gkl(θ(p)) = 1

N
pk(δkl − pl) for k, l = 1, . . . , n, p ∈ ∆n, (2.40)

signifying that the observed matrix (āij(x)) in equation (2.28) is (up to a factor 1
N
)

the inverse of the Fisher metric of the multinomial distribution on its parameter
space in coordinates p ≡ x, i. e. ∆3. Reversing the transformations of the preceding
section and ignoring the factor N , we finally have:

2.7 Lemma. The coefficients of the 2nd order derivatives of the Ohta–Kimura
formula (2.1) equal (up to a constant factor) the components of the inverse of the
Fisher metric of the multinomial distribution on Ω(p,q,D).

Likewise, we may now reformulate proposition 2.5:

2.8 Proposition. Ω(p,q,D) equipped with the Fisher metric of the multinomial distri-
bution carries the geometrical structure of a manifold of constant positive curvature
≡ 1

16 .

This probabilistic link via the Fisher metric hints on how the Ohta–Kimura
formula comes about: When also transforming the 1st order derivatives into the
x-coordinates in accordance with lemma 2.6, then – because of equation (2.30)
and ∂2x1

∂p∂q
= 1, ∂2x2

∂p∂q
= ∂2x3

∂p∂q
= −1 as the only non-vanishing 2nd order coordinate

derivatives – the formula reads

∂

∂t
u(x, t) = 1

4

3∑
i,j=1

xi(δij−xj)
∂2

∂xi∂xj
u(x, t) +

3∑
i=1

(−δi1 + δi2 + δi3)NRD(x) ∂

∂xi
u(x, t)

for (x, t) ∈ (∆3)∞. (2.41)
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2.3 A recombinational two-loci Wright–Fisher model

In the following section, we will present a model from which this formula may be
derived.

2.3 A recombinational two-loci Wright–Fisher model

2.3.1 General setup

To reflect gene dynamics, we employ a standard recombinational Wright–Fisher
model as described for example in [10], pp. 67 f. A population of a fixed number
N ∈ N+ of individuals (zygotes) is considered, which are intended to be the carriers
of the genetic information that we are looking at. For simplicity, it is assumed
that these individuals are monoecious, i. e. all belong to the same sex. The genetic
configuration of the individuals is as follows:

• Each individual carries two loci of genetic information.

• Each locus contains two alleles (diploidy).

Here, these alleles are chosen from a set of two alleles for each locus, e. g. at the A-locus
the alleles A1 and A2 may appear, while for the B-locus we have alleles B1 and B2,
and hence we write A1B1

A1B2
for a given zygote (with the two-lined notation indicating

its diploidy). Altogether this makes up 4× 4 possible genetic configurations for the
individuals, but we will stipulate a symmetric identification, i. e. not to distinguish
between individuals with the configuration Ai1Bj1

Ai2Bj2
and Ai2Bj2

Ai1Bj1
. Hence, 10 different

genetic configurations remain.
For means of reproduction, though, the zygotes produce gametes, which consist of

again two loci, but with only one allele in each locus (haploidy). Correspondingly,
every zygote may be viewed as being formed by two gametes. Here, we have four
different types of gametes, which are of course A1B1, A1B2, A2B1 and A2B2. Which
type of gamete is produced by some zygote is dependent on whether recombination
takes place or not. Without recombination, a zygote Ai1Bj1

Ai2Bj2
may either produce a

gamete Ai1Bj1 or a gamete Ai2Bj2 (assumingly with equal probability of 1
2), whereas

a recombinational event may produce also the gametes Ai1Bj2 and Ai2Bj1 (again
with equal probability).
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2 A recombinational two-loci Wright–Fisher model and its diffusion approximation

Without recombination, the concurrence of the alleles at the two loci in the gamete
produced is already determined: This is usually referred to as linkage between the
two loci, since the alleles appearing there are ‘linked’ by their incidence at the zygote
considered. Recombination opposes this behaviour, as it allows for combinations of
alleles which may not be present at the input zygote. The recombinational events
themselves are assumed to occur probabilistically: The recombination rate R may
depend on the biological configuration and expresses to which extent the linkage
between the two loci considered is lifted: R = 1

2 signifies that no effect of linkage
remains at all, whereas on the other hand, R = 0 implies that we effectively have a
model with only one locus but with four different alleles at this locus instead. To
avoid the latter case, R > 0 is assumed here. For later uses we also need to require
that R depends on the population size N and that R(N) ∈ O(N−1).

2.3.2 Reproduction

Reproduction takes place in the model in two steps. In the first step, the current
population (i. e. a collection of zygotes) produces a collection of gametes – possibly
including recombination. In the next step, two gametes each are combined to build
a new zygote, i. e. belonging to the next generation. There are different possibilities
to handle the first step; the two most common models will be introduced in the
following. For the second step, in both models multinomial sampling of the gametes
that were produced in the first step is applied.

Random union of gametes (RUG)

In the RUG model (as proposed by Karlin and McGregor in [15]), a given population
is viewed as a collection of gametes rather than as a collection of zygotes, which
actually contain the gametes. Random union now signifies that two of these gametes
are sampled randomly and combined. At this stage, recombination is integrated into
the model: Every such double gamete now produces a new gamete, possibly under
recombination (cf. fig. 2.1). These new gametes are then in the next step employed
to form the next generation of zygotes.
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A1B2

A2B1

A1A2
B2B1

mating

(recombination)
A2B2
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���:

XXXXXXz
-

Figure 2.1: Random union of gametes

Random union of zygotes (RUZ)

In the RUZ model (as proposed by Watterson in [31]), mating really takes place
between the zygotes of the current generation, in the sense that first two zygotes are
sampled randomly, which then produces a gamete each, possibly under recombination.
These two gametes are then conflated into a new double gamete. From these double
gametes, again the zygotes of the next generation are formed.

Randomness of the transition

In order to clarify whether different parts of the transition are really random, a
closer look as executed in [4] is required: The multinomial sampling in the second
step – in a more precise sense – has to be seen as sampling from an infinite pool of
gametes/pool of gamete pairs whose frequencies are determined by (infinitely many)
RUG/RUZ-steps from the given population of zygotes. Correspondingly, also the
mating interstages actually form a pool of gamete pairs (RUG)/gametes (RUZ) (as
illustrated in the figures 2.2 and 2.3).

Hence, in the first step, we actually have deterministic behaviour, and recombina-
tional effects only emerge in terms of altering the gamete frequencies in the pool, but
no (random) fluctuations occurs. Randomness only applies to the second step, and
consequently the properties of multinomial sampling determine the characteristics of
the model to a large extent as will be seen in section 2.4.

2.3.3 Mathematical formulation of the reproduction mechanism

For both models, the quantitative analysis is best done in terms of gamete numbers
as there are only four of them. Moreover, as the population size is fixed to N ,
it is appropriate to rather shift to frequencies, and hence we obtain four gamete
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2 A recombinational two-loci Wright–Fisher model and its diffusion approximation

frequencies, which will be denoted by c = (c1, . . . , c4) for the gametes A1B1, A1B2,
A2B1, A2B2. Due to their frequency property, i. e.

∑4
i=1 ci = 1, actually already

three frequencies yield an exhaustive description; the fourth one is often carried
along for notational reasons, however. For the RUG model, the formulation in terms
of gametes arises naturally as the population is viewed anyway by the gametes
contained in a given zygote population, but it may similarly be applied also to the
RUZ model (at a different stage, however).

Finally, we wish to construct a stochastic process1 (C(t))t∈N = (C1(t), . . . , C4(t))t∈N
both for the RUG and the RUZ model depicting the evolution of gamete frequencies
under successive transitions as described. Again, actually only three coordinates are
needed as all four coordinates always sum up to 1. It is evident that the transitions
only depend on the current state of the process (i. e. not on the previous history nor
explicitly on the time parameter), thus such a process is Markovian and invariant
under time shifts (homogeneous in time). In the following, we will determine the
distribution of C(t + 1) with the current situation C(t) = c given in terms of its
moments up to order 3.

The RUG model

The frequencies in the gamete pool (cf. figure 2.2), denoted here by c′ = (c′1, . . . , c′4),
– thus after mating and recombination – may be calculated as follows (cf. [15]): A
gamete A1B1 is produced

• with relative frequency 1 when sampling A1B1 twice,

• with relative frequency 1
2 when sampling either A1B1 and A1B2 or A1B1 and

A2B1,

• with relative frequency 1
2 when sampling A1B1 and A2B2 in case of no recom-

bination,

• with relative frequency 1
2 when sampling A1B2 and A2B1 in case of recombina-

tion,
1The capitalisation of frequencies (C(t)) indicates that these are now random variables; their
values, however, are still denoted by small letters. This notation scheme will essentially be kept
for all other appearing random variables.
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2.3 A recombinational two-loci Wright–Fisher model

thus we have (with additional factors 2 by symmetry for sampling different alleles
and with c = (c1, . . . , c4) given):

c′1 =c2
1 + 2c1c2 ·

1
2 + 2c1c3 ·

1
2

+ 2c1c4 ·
1
2(1−R) + 2c2c3 ·

1
2R

=c1 −R(c1c4 − c2c3). (2.42)

For the remaining frequencies, we similarly obtain:

c′2 =c2 +R(c1c4 − c2c3), (2.43)

c′3 =c3 +R(c1c4 − c2c3), (2.44)

c′4 =c4 −R(c1c4 − c2c3). (2.45)

The appearing expression

c1c4 − c2c3 =: D(c) (2.46)

is called the coefficient of linkage disequilibrium: If D(c) = c1− (c1 + c2)(c1 + c3) ≡ 0,
the population is said to be in linkage equilibrium, signifying that the product of the
gross frequencies of the alleles A1 and B1 equals the frequency of the gamete A1B1,
i. e. no special concurrence of the alleles at the different loci exists (cf. ‘linkage’ on
p. 20; simultaneously, an analogous statement holds true for all other combinations
of alleles at different loci, e. g. A2 and B2).
Clearly, this coefficient of linkage disequilibrium is also time dependent through

the frequencies c(t), but if no confusion is to be feared, we may drop the arguments
of D. For D′ := D(c′) = c′1c

′
4 − c′2c′3 we have

D′ = (c1 −RD)(c4 −RD)− (c2 +RD)(c3 +RD) (2.47)

= (c1c4 − c2c3)−RD(c1 + c2 + c3 + c4) (2.48)

= (1−R)D. (2.49)
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Figure 2.2: The RUG model

Hence, as R > 0, we have D′ < D due to the recombinational events, signifying that
the effect of linkage is receding in the population. However, this perspective will be
further developed in section 2.6.

The analysis of the multinomial sampling step is also straightforward. The gamete
frequencies of the next generation (C1(t + 1), . . . , C4(t + 1)) given C(t) = c are
M(2N, (c′1, . . . , c′4)) distributed, and for the expectation values and second resp.
third moments, we thus have:

E(Ci(t+ 1)|C(t) = c) = c′i = ci ±RD, (2.50)

E((CiCj)(t+ 1)|C(t) = c) =
(

1− 1
2N

)
c′ic
′
j + 1

2N c′iδ
i
j

=
(

1− 1
2N

)
(ci ±RD)(cj ±RD) + 1

2N (ci ±RD)δij,

(2.51)

E((CiCjCk)(t+ 1)|C(t) = c) =
(

1− 3
2N + 2

(2N)2

)
c′ic
′
jc
′
k + 1

(2N)2 c
′
iδ
i
jδ
j
k

+
(

1
2N −

1
(2N)2

)(
c′ic
′
kδ
i
j + c′ic

′
jδ
j
k + c′jc

′
kδ
k
i

)
.

(2.52)
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2.3 A recombinational two-loci Wright–Fisher model

For the increments δCi := Ci(t+ 1)− Ci(t), this yields (the notation Eδt indicates
that this is the expectation of the increment of the process within time δt):

E1(δCi|C(t) = c) = ±RD (2.53)

and

E1(δCiδCj|C(t) = c)

= E((CiCj)(t+ 1)|C(t) = c) + E1(δCi|C(t) = c) E1(δCj|C(t) = c)

− E(Ci(t+ 1)|C(t) = c) E(Cj(t+ 1)|C(t) = c)

= 1
2N
(
c′iδ

i
j − c′ic′j

)
± (RD)2

= 1
2N
(
(ci ±RD)δij − (ci ±RD)(cj ±RD)

)
± (RD)2

= 1
2N
(
ciδ

i
j − cicj ± (δij ∓ ci ∓ cj)RD ∓ (RD)2)± (RD)2 (2.54)

as well as

E1(δCiδCjδCk|C(t) = c)

= E((CiCjCk)(t+ 1)|C(t) = c)− cicjck
− E((CiCj)(t+ 1)|C(t) = c)ck + E(Ck(t+ 1)|C(t) = c)cicj
− E((CiCk)(t+ 1)|C(t) = c)cj + E(Cj(t+ 1)|C(t) = c)cick
− E((CjCk)(t+ 1)|C(t) = c)ci + E(Ci(t+ 1)|C(t) = c)cjck

=
(

1− 3
2N + 2

(2N)2

)
c′ic
′
jc
′
k +

(
1

2N −
1

(2N)2

)(
c′ic
′
kδ
i
j + c′ic

′
jδ
j
k + c′jc

′
kδ
k
i

)
+ 1

(2N)2 c
′
iδ
i
jδ
j
k −

(
1− 1

2N

)
(c′ic′jck + c′ic

′
kcj + c′jc

′
kci)

− 1
2N (c′iδijck + c′iδ

k
i cj + c′jδ

j
kci
)

+ cicjc
′
k + cic

′
jck + c′icjck − cicjck

= (c′i − ci)(c′j − cj)(c′k − ck) + 1
4N2

(
2c′ic′jc′k − c′ic′kδij − c′ic′jδ

j
k − c

′
jc
′
kδ
k
i + c′iδ

i
jδ
j
k

)
+ 1

2N
(
c′ic
′
j(1− δij)(ck − c′k) + c′ic

′
k(1− δik)(cj − c′j) + c′jc

′
k(1− δ

j
k)(ci − c′i)

)
= ±(RD)3 + RD

2N
(
± c′ic′j(1− δij)± c′ic′k(1− δik)± c′jc′k(1− δ

j
k)
)

25



2 A recombinational two-loci Wright–Fisher model and its diffusion approximation

+ 1
4N2

(
2c′ic′jc′k − c′ic′kδij − c′ic′jδ

j
k − c

′
jc
′
kδ
k
i + c′iδ

i
jδ
j
k

)
. (2.55)

The RUZ model

The RUZ model as described by Watterson in [31] comes along somewhat more
complicated, but is effectively not very different from the RUG model. However,
the assessment of the model in terms of gamete frequencies now refers rather to the
gamete pool (cf. figure 2.3) than to the population itself, which is mainly due to
technical reasons.
For a population of zygotes i

j containing gametes i, j = 1, . . . , 4, the relative
frequency with which a zygote2 containing gametes i and j produces a gamete k is
given by a table (ρ

i
j

k), which directly reflects the considerations above for the RUG
model, i. e.

ρ
i
j

k k = 1 k = 2 k = 3 k = 4
(i, j) = (1, 1) 1 0 0 0

(1, 2) 1
2

1
2 0 0

(1, 3) 1
2 0 1

2 0
(1, 4) 1

2(1−R) 1
2R

1
2R

1
2(1−R)

(2, 2) 0 1 0 0
(2, 3) 1

2R
1
2(1−R) 1

2(1−R) 1
2R

(2, 4) 0 1
2 0 1

2

(3, 3) 0 0 1 0
(3, 4) 0 0 1

2
1
2

(4, 4) 0 0 0 1

(2.56)

for i ≤ j; for i > j, the values for ρ
i
j

k are given by ρ
i
j

k = ρ
j
i
k. With given zygote

frequencies xi
j
, the relative frequency with which a gamete k is obtained after

uniformly sampling a zygote hence equals

c′k =
4∑

i,j=1

xi
j
ρ
i
j

k for k = 1, . . . , 4, (2.57)

2For simplicity, here we do not use the symmetric identification of zygotic types. This is without
any persisting effect as the results will be formulated in terms of gamete frequencies.
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Figure 2.3: The RUZ model

and after random mating, we obtain a pool of gamete pairs (k, l) with frequencies
(c′kc′l) (for systematic reasons, variables referring to the pool of gametes/gamete pairs
are primed throughout).
In the next step, multinomial sampling with these pair frequencies taken as

parameters then results in a probability distribution for (Xi
j
(t+1)), from which again

the distribution of the frequencies (C ′k(t+ 1)) in the gamete pool may be calculated
in accordance with equation (2.57); the corresponding moment generating function
for (C ′k(t+ 1)) is thus given by (cf. [31])

MC′(θ) = E
(
e
∑4
k=1 C

′
k(t+1)θk

∣∣C ′(t) = c′
)

=
( 4∑
i,j=1

c′ic
′
je

∑4
k=1 θkρ

i
j
k

)N
with θ = (θ1, . . . , θ4) ∈ R4, (2.58)

which may be used to calculate the moments of the process.
However, this formula actually corresponds to swapping the first and the second

step of the transition, i. e. first sampling multinomially from a pool of gamete pairs
with frequencies (c′ic′j) to obtain a new population of zygotes (Xi

j
(t+1)) and thereafter

letting it produce (infinitely many) new gametes with frequencies (C ′k(t + 1)) in
accordance with equation (2.57) (from which again a pool of gamete pairs with
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2 A recombinational two-loci Wright–Fisher model and its diffusion approximation

frequencies (C ′kC ′l(t+ 1)) may be obtained). Both (Xi
j
(t+ 1)) and (C ′k(t+ 1)) are

random variables then, with the latter depending deterministically on (Xi
j
).

Hence, we are able to calculate the moments of (C ′k(t+ 1)) directly from properties
of the multinomial distribution (yielding the same results as when using the moment
generating function in equation (2.58)):

E(C ′k(t+ 1)|C ′(t) = c′) = E
(∑

i,j

Xi
j
(t+ 1)ρ

i
j

k

∣∣∣C ′(t) = c′
)

=
∑
i,j

E(Xi
j
(t+ 1)|C ′(t) = c′)ρ

i
j

k

=
∑
i,j

c′ic
′
jρ

i
j

k (2.59)

and

E((C ′kC ′l)(t+ 1)|C ′(t) = c′) =
∑
i,j

∑
m,n

E((Xi
j
Xm

n
)(t+ 1)|C ′(t) = c′)ρ

i
j

kρ
m
n
k

=
∑
i,j

∑
m,n

((
1− 1

N

)
c′ic
′
jc
′
mc
′
n + 1

N
c′ic
′
jδ
mn
ij

)
ρ
i
j

kρ
m
n
k

=
(

1− 1
N

)∑
i,j

c′ic
′
jρ

i
j

k

∑
m,n

c′mc
′
nρ

m
n
k

+ 1
N

∑
i,j

c′ic
′
jρ

i
j

kρ
i
j

k (2.60)

as well as

E((C ′kC ′lC ′m)(t+ 1)|C ′(t) = c′)

=
∑
i,j

∑
p,q

∑
r,s

E((Xi
j
Xp

q
Xr

s
)(t+ 1)|C ′(t) = c′)ρ

i
j

kρ
p
q

kρ
r
s
k

=
∑
i,j

∑
p,q

∑
r,s

((
1− 3

N
+ 2
N2

)
c′ic
′
jc
′
pc
′
qc
′
rc
′
s +
( 1
N
− 1
N2

)
×

(
c′ic
′
jc
′
rc
′
sδ
ij
pq + c′ic

′
jc
′
pc
′
qδ
pq
rs + c′pc

′
qc
′
rc
′
sδ
rs
ij

)
+ 1
N2 c

′
ic
′
jδ
ij
pqδ

pq
rs

)
ρ
i
j

kρ
p
q

kρ
r
s
k
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=
(

1− 3
N

+ 2
N2

)∑
i,j

c′ic
′
jρ

i
j

k

∑
p,q

c′pc
′
qρ

p
q

k

∑
r,s

c′rc
′
sρ

r
s
k +

( 1
N
− 1
N2

)
×(∑

i,j

c′ic
′
jρ

i
j

kρ
i
j

k

∑
r,s

c′rc
′
sρ

r
s
k +

∑
p,q

c′pc
′
qρ

p
q

kρ
p
q

k

∑
i,j

c′ic
′
jρ

i
j

k

+
∑
r,s

c′rc
′
sρ

r
s
kρ

r
s
k

∑
p,q

c′pc
′
qρ

p
q

k

)
+ 1
N2

∑
i,j

c′ic
′
jρ

i
j

kρ
i
j

kρ
i
j

k. (2.61)

The sum appearing in the first equation evaluates analogously to the RUG model to∑
i,j

c′ic
′
jρ

i
j

k = c′k ±RD′ (2.62)

(with D′ = D(c′), cf. p. 23), while for the sum appearing in the second equation, we
get the more complicated result

∑
i,j

c′ic
′
jρ

i
j

kρ
i
j

k = 1
2

(
c′kδ

k
l + c′kc

′
l ±R

({
c′1c
′
4

c′2c
′
3

}
+
{
c′2c
′
3

c′1c
′
4

})
∓R2S ′

)
(2.63)

with S ′ := c′1c
′
4 + c′2c

′
3 =: f1(c′) and the braces indicating that in each place either the

upper or the lower term is chosen dependent on the indices k and l: If the gametes k
and l share exactly one allele, at both places the upper entry is selected as well as
the upper sign in ± and ∓ is selected; in all other cases, at one of the braces, the
upper entry is selected, whereas at the other place, the lower entry is selected (or
conversely) as well as the lower sign both in ± and ∓ is selected. The last sum∑

i,j c
′
ic
′
jρ

i
j

kρ
i
j

kρ
i
j

k may also be computed analogously, however, this is not necessary for
our purposes as will turn out later and hence not carried out here.
For the increment expectations, we obtain consequently:

E1(δC ′k|C ′(t) = c′) = ±RD′, (2.64)

E1(δC ′kδC ′l |C ′(t) = c′) = − 1
N

∑
i,j

c′ic
′
jρ

i
j

k

∑
m,n

c′mc
′
nρ

m
n
k + 1

N

∑
i,j

c′ic
′
jρ

i
j

kρ
i
j

k ± (RD′)2

= − 1
N

(c′k ±RD′)(c′l ±RD′)

+ 1
2N

(
c′kδ

k
l + c′kc

′
l ±R

({
c′1c
′
4

c′2c
′
3

}
+
{
c′2c
′
3

c′1c
′
4

})
∓R2S ′

)
± (RD′)2
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= 1
2N

(
c′kδ

k
l − c′kc′l ±R

(
2(∓c′k ∓ c′l)D′ +

{
c′1c
′
4

c′2c
′
3

}
+
{
c′2c
′
3

c′1c
′
4

})
∓R2(S ′ ±D′2)

)
± (RD′)2 (2.65)

and

E1(δC ′kδC ′lδC ′m|C ′(t) = c′)

=
(

1− 3
N

+ 2
N2

)∑
i,j

c′ic
′
jρ

i
j

k

∑
p,q

c′pc
′
qρ

p
q

k

∑
r,s

c′rc
′
sρ

r
s
k +

( 1
N
− 1
N2

)
×(∑

i,j

c′ic
′
jρ

i
j

kρ
i
j

k

∑
r,s

c′rc
′
sρ

r
s
k +

∑
p,q

c′pc
′
qρ

p
q

kρ
p
q

k

∑
i,j

c′ic
′
jρ

i
j

k

+
∑
r,s

c′rc
′
sρ

r
s
kρ

r
s
k

∑
p,q

c′pc
′
qρ

p
q

k

)
+ 1
N2

∑
i,j

c′ic
′
jρ

i
j

kρ
i
j

kρ
i
j

k − c
′
kc
′
lc
′
m

−
((

1− 1
N

)∑
i,j

c′ic
′
jρ

i
j

k

∑
r,s

c′rc
′
sρ

r
s
k + 1

N

∑
i,j

c′ic
′
jρ

i
j

kρ
i
j

k

)
c′m + c′kc

′
l(c′m ±RD′)

−
((

1− 1
N

)∑
i,j

c′ic
′
jρ

i
j

k

∑
r,s

c′rc
′
sρ

r
s
k + 1

N

∑
i,j

c′ic
′
jρ

i
j

kρ
i
j

k

)
c′l + c′kc

′
m(c′l ±RD′)

−
((

1− 1
N

)∑
i,j

c′ic
′
jρ

i
j

k

∑
r,s

c′rc
′
sρ

r
s
k + 1

N

∑
i,j

c′ic
′
jρ

i
j

kρ
i
j

k

)
c′k + c′lc

′
m(c′k ±RD′)

= ±(RD′)3 − R

N
f1(c′) + 1

N2f2(c′) (2.66)

with f1(c′), f2(c′) denoting some functions purely depending on (c′1, c′2, c′3).
Regarding the notation used here, in the long run, i. e. if multiple transitions are

performed, it is not crucial whether the model is viewed in terms of the evolution of
gamete frequencies either in the population or in the gamete pool. For this reason,
when generalising the models in section 2.4 ff., we may formulate the RUZ model
analogously to the RUG model by using unprimed variables.

RUG and RUZ in comparison

Except for interchanging the mating/recombination step and the sampling step and
consequently being actually formulated in terms of (ci) resp. (c′i), the differences
between the RUG model and RUZ model are only subtle as the procedures applied
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2.3 A recombinational two-loci Wright–Fisher model

for the two steps are basically analogous. The only systematic discrepancy is that,
in the RUG model, a given population is merely viewed as a set of gametes, whereas
in the RUZ model, this set of gametes is supposed to carry an additional structure,
i. e. that each two gametes are paired into a zygote.

To assess the effect of this difference, we may formulate the RUG model equivalently
to the RUZ model by also swapping the sampling step and the mating/recombination
step and check whether the transition probabilities for one full transition of the pool
of gametes (c′i) are identical. By doing so, we may reuse (ρ

i
j

k) (cf. table (2.56)), but
this time with (CiCj) with (Ci) ∼M(2N, (c′i)) as input instead of (Xi

j
) in the RUZ

model, and for the frequencies (C ′k) in the gamete pool, we thus have

C ′k =
4∑

i,j=1

CiCjρ
i
j

k for k = 1, . . . , 4, (2.67)

yielding

MC′(θ) = E
(
e
∑4
k=1 C

′
kθk
)

= E
(
e
∑4
i,j=1 CiCj

∑4
k=1 ρ

i
j
kθk
)

with θ = (θ1, . . . , θ4) ∈ R4

(2.68)
when calculating the moment generating function.

This, however, is different from the corresponding result for the RUZ model in
equation (2.58) as the distribution of (CiCj) in the RUG model is generally different
from that of (Xi

j
) ∼ M(N, (c′ic′j)) in the RUZ model: For example for N = 1 and

(c′i) given, we have PC2(C1C1 > 0) = c′1
2 + 2c′1(c′2 + c′3 + c′4) = c′1(2− c′1) in contrast

to PX(X1
1
> 0) = c′1

2. Translated back to the model, this example reveals the
effect of the additional zygotic structure of the RUZ population: From a population
comprising the gamete 1 and another gamete different from 1 in the RUG model, still
the gamete 1 may be sampled twice for mating, whereas from a population of just
one zygote other than 1

1 in the RUZ model, no zygote 1
1 may be generated. However,

in general this effect is only slight as it diminishes with increasing population size.
Moreover, assuming that no recombination is allowed, the RUZ model effectively

becomes forgetful about the zygotic structure, and then both models agree: Without
recombination, (ρ

i
j

k) for both models turns into ρ
i
j

k = 1
2(δik + δjk), and equation (2.57)
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then reads

C ′k =
4∑

i,j=1

Xi
j
ρ
i
j

k = 1
2

( 4∑
j=1

Xk
j

+
4∑
i=1

Xi
k

)
≡ Ck for k = 1, . . . , 4, (2.69)

which is just the frequency of gamete k in the (multinomially sampled) population
(Xi

j
). Hence, the RUZ model then only depends on the gamete frequencies in the

population irrespective of their belonging with a certain zygote (the same then
trivially also holds for the RUG model). We thus obtain

MC′(X)(θ) = E
(
e
∑
i C
′
i(X)θi

)
= E

(
e

1
2
∑
i(
∑
j Xi

j
+
∑
j Xj

i
)θi)

= E
(
e

1
2
∑
i,j Xi

j
(θi+θj))

=
(∑

i,j

c′ic
′
je

θi+θj
2N

)N
(2.70)

when calculating the moment generating function for the transition probability of
the RUZ model.
Analogously, for the RUG model, equation (2.68) without recombination turns

into

MC′(θ) = E
(
e

1
2
∑
k(
∑
j CkCj+

∑
i CiCk)θk

)
= E

(
e
∑
k Ckθk

)
=
(∑

i

c′ie
θi

2N

)2N
=
(∑

i,j

c′ic
′
je

θi+θj
2N

)N
, (2.71)

implying that the transition probabilities for both models agree, as multinomially
sampling N zygotes from a pool of gamete pairs with frequencies (c′ic′j) yields the
same distribution for the gametes as directly sampling 2N gametes from a pool of
gametes with frequencies (c′i).
Again with recombination, the zygotic structure affecting the recombination still

does not alter the increment expectations of the RUZ model in comparison with
those of the RUG model (cf. equations (2.53) and (2.64)), but it becomes visible
in the increment product expectation (cf. equations (2.54) and (2.65)), where the
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R-terms differ. However, as stated, this effect diminishes with increasing population
size, and correspondingly, the non-agreeing terms are scaled by a prefactor 1

N
.

In accordance with these observations, it is without much systematic difference
which of the two models is used as long as N is sufficiently large. This is in particular
the case for the diffusion approximation presented in the next section, where we
have N →∞ and consequently may show that both models yield the same results
(cf. proposition 2.9). For this reason, in further investigations – in particular for
generalisation as in chapter 3 – we may only consider the RUG model as it is the
simpler3 and more transparent one.

2.4 The diffusion approximation
In order to allow for a better analytic treatment, often a continuous limit process
of discrete processes (as arising from the Wright–Fisher model) is considered. This
limit process is usually referred to as diffusion approximation (cf. [29], pp. 129 f.)
and accomplished by scaling both the underlying space and the time parameter of
the discrete process such that a process with continuous state space (after suitable
normalisation if necessary) and continuous time parameter is obtained as scaling
limit.
In the setting of the Wright–Fisher model, the scaling parameter is given by the

size N of the population considered; thus, the process (C(t))t∈N may be marked with
an index N to indicate the size of underlying space resp. that it takes its values in
the state space ∆ 3

N
given by

∆ 3
N

:=
{

(c1, c2, c3) ∈ N3
N−1

∣∣∣ 3∑
i=1

ci < 1
}

(2.72)

with NN−1 =
{
k
N

∣∣k ∈ N
}4. As this state space already is given by frequencies, it

does not need to be rescaled itself. However, we may still additionally rescale time

3Cp. Ockham’s razor.
4This does not really apply to the RUZ model as there the state space is given by the frequencies
in the (infinite) gamete pool, which may be set to any arbitrary value. Nevertheless, as a result
of the transition with a finite population as interstage, analogously only discrete values may
occur.
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2 A recombinational two-loci Wright–Fisher model and its diffusion approximation

by N , thus having N transitions within one time step. We denote such a doubly
rescaled process by (ĈN(t))t∈NN−1 with accordingly ĈN(t) := CN(Nt), t ∈ NN−1 ,
while the continuous limit process is denoted by (X(t)) with corresponding state
space ∆3 =

{
(x1, x2, x3) ∈ R3

∣∣xi > 0, i = 1, 2, 3;
∑3

i=1 x
i < 1

}
. Throughout our

further analysis, we always use variables with upper indices when referring to a
continuous limit processes, whereas variables with lower index refer to a discrete
process.

2.4.1 The Kolmogorov equations

Eventually, the dynamics of such a continuous process may be described by certain
differential equations for its probability density, the Kolmogorov equations (cf. [20],
pp. 445 ff.).
Generally, for a continuous process X(t) = (X i(t))i=1,...,n with values in Ω ⊂ Rn

and t ∈ (t0, t1) ⊂ R satisfying certain conditions, in particular

lim
δt→0

1
δt

Eδt

(
δX i

∣∣X(t) = x
)

=: µi(x, t), i = 1, . . . , n (2.73)

and

lim
δt→0

1
δt

Eδt

(
δX iδXj

∣∣X(t) = x
)

=: σij(x, t), i, j = 1, . . . , n (2.74)

existing for all (x, t) ∈ Ω× (t0, t1) and further

lim
δt→0

1
δt

Eδt

(
(δX)α

∣∣X(t) = x
)

= 0 (2.75)

for all (x, t) ∈ Ω× (t0, t1) and all multi-indices α := (α1, . . . , αn) with |α| ≥ 3, and
with probability density f(p, s, x, t) := ∂n

∂x1···∂xnP (X(t) ≤ x|X(s) = p) with s < t, we
have:

• the Kolmogorov forward equation (also known as the Fokker–Planck equation)

∂

∂t
f(p, s, x, t) = −

n∑
i=1

∂

∂xi
(
µi(x, t)f(p, s, x, t)

)
+ 1

2

n∑
i,j=1

∂2

∂xi∂xj
(
σij(x, t)f(p, s, x, t)

)
,

(2.76)
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2.4 The diffusion approximation

• the Kolmogorov backward equation

− ∂

∂s
f(p, s, x, t) =

n∑
i=1

µi(p, s) ∂

∂pi
f(p, s, x, t) + 1

2

n∑
i,j=1

σij(p, s) ∂2

∂pi∂pj
f(p, s, x, t)

(2.77)

with (p, s), (x, t) ∈ Ω× (t0, t1) in each case.

The probability density function f as given here depends on two points in the state
space (p, s) and (x, t) although either Kolmogorov equation only involves derivatives
with respect to one of them (correspondingly, f needs to be of class C2 with respect
to the relevant spatial variables in Ω and of class C1 with respect to the relevant
time variable in (t0, t1)). In accordance with the probabilistic setting, the first order
derivatives are commonly called drift terms (with µi being the drift coefficients),
while the second order derivatives are usually named diffusion terms (with diffusion
coefficients σij).

Note that, for the forward equation, the (generic) condition {X(s) = p} is often
replaced with X(s) ∼ ρ for some fixed time s (usually s = 0) and some probability
distribution ρ ∈ P(Rn,Bn(Rn)), while simultaneously the equation is only considered
in the domain Ω× (s, t1) with s < t1. If so, we may simply write f(x, t) and indicate
the presence of such an initial distribution by separately stating an initial condition,
which needs to be attained continuously by f .

Similarly, for the backward equation, we may integrate the density function f over
some suitable target set A ∈ Bn(Rn) for some fixed time t (usually t = 0) and only
consider the differential equation in the domain Ω × (t0, t) with t0 < t. Then, we
obtain a backward equation for u(p, s) := P (X(t) ∈ A|X(s) = p), s ∈ (t0, t). In that
case, the presence of such a target set is separately stated by a final condition, which
again needs to be attained continuously by f ; more generally, the final condition
may also express X(t) ∼ τ for some probability distribution τ ∈ P(Rn,Bn(Rn)).
Furthermore, for notational consistency, we may then also use t resp. −t instead of s,
whereas the difference in the spatial parameter (x vs. p) is maintained throughout
the remainder to provide a formal distinction between the two different types of
solution.
Technically, assessing the model in terms of such a differential equation for its
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2 A recombinational two-loci Wright–Fisher model and its diffusion approximation

probability density function rather than as a stochastic process signifies that we
shift from considerations of a random evolution of the process itself to such of the
deterministic evolution of a function which then encodes the randomness of the
process. In general, this leads to important ramifications, in particular regarding
the boundary behaviour and the hierarchicality of the process; this issue specifically
arises within more general considerations and will be addressed in chapters 4 and 5.
For the moment, we may ignore boundary concerns as we only consider the interior
of the state space.

2.4.2 The Kolmogorov equations in the context of diffusion
approximation

In order to formulate the Kolmogorov equations for a stochastic process obtained
through diffusion approximation, under the given assumptions, one only needs to
determine the drift/diffusion coefficients, i. e. the infinitesimal increment expecta-
tions/variances µi(x, t) resp. σij(x, t) of the process, which may be calculated – in
accordance with the type of convergence – as a scaling limit of the underlying discrete
process. Hence, when scaling δt with 1

N
as N →∞, we get

lim
N→∞

N E 1
N

(
(δX)α

∣∣X(t) = x
)

= lim
N→∞

N E 1
N

(
(δĈN)α

∣∣ĈN(tN) = cN
)

(2.78)

= lim
N→∞

N E1
(
(δCN)α

∣∣CN(NtN) = cN
)

for all multi-indices α = (α1, α2, α3) and cN ∈ ∆ 3
N
, tN ∈ NN−1 for N ∈ N+ such that

cN → x ∈ ∆3 and tN → t ∈ R+ as N →∞. However, in the further course, we will
suppress the index of the conditional value cN for notational simplicity.
Here, we may now use the results of the equations (2.53), (2.54) for the RUG

model and (2.64), (2.65) for the RUZ model respectively. As the processes are time
homogeneous, i. e. the transitions do not depend on the time, we omit the parameter t
and also just write {C = c} as the condition for the increment expectations.
First, we have for the (simple) increment expectations identically

µi(x) = lim
N→∞

N E1
(
δCNi

∣∣CN = c
)

= lim
N→∞

(−δi1 + δi2 + δi3)NR(N)D(x)
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2.4 The diffusion approximation

for x ∈ ∆3 and i = 1, 2, 3 (2.79)

for both models, from which it becomes clear that we have to require R = R(N) with
R(N) ∈ O(N−1) in order to assure the finiteness of the given limit (cf. section 2.3.1).
Presuming this, we obtain for the expectation of increment products

σij(x) = lim
N→∞

N E1
(
δCNiδCNj

∣∣CN = c
)

= lim
N→∞

1
2
(
ciδ

i
j − cicj ±R(N)D

(
δij ± ci ± cj ±R(N)D

))
± lim

N→∞
N(R(N)D)2

= 1
2x

i
(
δij − xj

)
for x ∈ ∆3 and i, j = 1, 2, 3 (2.80)

for the RUG model and similarly

σkl(x) = lim
N→∞

N E1
(
δCNkδCNl

∣∣CN = c
)

= lim
N→∞

1
2

(
ckδ

l
k − ckcl +R(N)

(
2(∓ck ∓ cl)D +

{
c1c4
c2c3

}
+
{
c2c3
c1c4

}))
∓ lim

N→∞

1
2
(
R2(N)(S ±D2)± 2N(R(N)D)2)

= 1
2x

k
(
δkl − xl

)
for x ∈ ∆3 and k, l = 1, 2, 3 (2.81)

for the RUZ model, which is the same result. Hence, in the diffusion limit, recombi-
national effects only survive in the (simple) increment expectations, which means in
terms of the Kolmogorov equations that they only influence the drift terms, while
the diffusion terms are unaffected. Note that all coefficients do not depend on the
time parameter explicitly as already mentioned.
Furthermore, one may check that the expectation for higher increment products

(i. e. |α| ≥ 3) all vanish with both models as required by equation (2.75): For the
threefold increment expectations, we have

lim
N→∞

N E1
(
δCNiδCNjδCNk

∣∣CN = c
)
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2 A recombinational two-loci Wright–Fisher model and its diffusion approximation

= lim
N→∞

(
±N(R(N)D)3 + 1

2R(N)D
(
± c′ic′j(1− δij)± c′ic′k(1− δik)± c′jc′k(1− δ

j
k)
)

+ 1
4N
(
2c′ic′jc′k − c′ic′kδij − c′ic′jδ

j
k − c

′
jc
′
kδ
k
i + c′iδ

i
jδ
j
k

))
= 0

for the RUG model (cf. equation (2.55)) and similarly for the RUZ model (cf.
equation (2.66))

lim
N→∞

N E1
(
δC ′NkδC

′
NlδC

′
Nm

∣∣C ′N = c′
)

= lim
N→∞

(
±N(R(N)D′)3 +O(N−1)

)
= 0.

The according result for the m-fold increment expectations with m ≥ 4 may be
shown analogously.

Now we may formulate the Kolmogorov equations for both the RUZ and the RUG
model (which are identical – cf. also section 2.3.3) – altogether, we have:

2.9 Proposition. The diffusion approximation of a two-loci 2-allelic recombinational
Wright–Fisher model with N individuals and recombination rate R(N) ∈ O(N−1)
may be described by the Kolmogorov forward equation for its transition probability
density5 f : (∆3)∞ −→ [0, 1] of its gametic configuration x = (x1, . . . , x3) ∈ ∆3

∂

∂t
f(p, s, x, t) = 1

4

3∑
i,j=1

∂2

∂xi∂xj

(
xi
(
δij − xj

)
f(p, s, x, t)

)
+

3∑
i=1

(δi1 − δi2 − δi3) ∂

∂xi

((
lim
N→∞

NR(N)D(x)
)
f(p, s, x, t)

)
(2.82)

as well as by the Kolmogorov backward equation

− ∂

∂s
f(p, s, x, t) = 1

4

3∑
i,j=1

pi
(
δij − pj

) ∂2

∂pi∂pj
f(p, s, x, t)

+
3∑
i=1

(−δi1 + δi2 + δi3)
(

lim
N→∞

NR(N)D(p)
) ∂

∂pi
f(p, s, x, t) (2.83)

with (p, s), (x, t) ∈ Ω × R in each case. Thus, recombination only affects the drift

5For the required regularity of f , cf. section 2.4.1; this also applies to further statements.
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2.5 Alternative coordinates

terms, but does not alter the diffusion terms. Furthermore, the given formulae do
not depend on whether the RUG or the RUZ model is chosen as underlying model.

The above Kolmogorov backward equation (2.83) agrees with equation (2.41),
obtained from transforming the Ohta–Kimura formula (2.1) into the ‘simplex’ coor-
dinates (cf. equation (2.25)), as may be seen when suppressing the coordinates (x, t)
(by stating some final condition for t = 0) and in turn subsequently replacing (p, s)
by (x,−t), yielding

∂

∂t
f(x, t) = 1

4

3∑
i,j=1

xi
(
δij − xj

) ∂2

∂xi∂xj
f(x, t)

+
3∑
i=1

(−δi1 + δi2 + δi3)
(

lim
N→∞

NR(N)D(x)
) ∂

∂xi
f(x, t) with (x, t) ∈ (∆3)∞.

(2.84)

However, in equation (2.41) as well as in equation (2.1), the limit sign with NR(N)D
is missing.
In the following, as the RUG model and the RUZ model lead to identical Kol-

mogorov equations in the diffusion limit, further results will be formulated without
necessarily stating which model has been used – which will usually be the RUG
model as already mentioned.

2.5 Alternative coordinates
Triggered by the choice of coordinates in the Ohta–Kimura formula, we will have a
closer look at the inverse of the corresponding transformation (cf. lemma 2.6), which
turns out to be

p = x1 + x2, q = x1 + x3, D = x1(1− x1 − x2 − x3)− x2x3 (2.85)

with D coinciding with the definition for D(x) in equation (2.46) taking into account
x4 ≡ 1− x1 − x2 − x3.
In terms of the model presented and by the definition of the ci (cf. p. 22), it is
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2 A recombinational two-loci Wright–Fisher model and its diffusion approximation

obvious that p = x1 + x2 resp. c1 + c2 prior to the diffusion limit correspond to the
(total) frequency of allele A1 appearing at the first locus, whereas q = x1 + x3 resp.
c1 + c3 corresponds to the (total) frequency of the allele B1, which appears at the
second locus.

The allele frequencies p and q, however, do not yet yield a full set of coordinates;
for instance, this could be achieved by adding one of the frequencies x1, . . . , x4 as
third coordinate. Alternatively, the coefficient of linkage disequilibrium D, measuring
the concurrence of the depicted alleles in the actual gamete population (cf. p. 23), is
commonly employed as third coordinate. This allele-focused view yields an efficient
description as the allele frequencies are not altered by recombinational effects both
in the RUG and in the RUZ model (cf. for example equations (2.53) and (2.64)).
In the diffusion limit, this leads to non-existing drift terms for p and q as seen
in equation (2.1); only for the D-coordinate, by definition measuring the linkage
disequilibrium between the two loci, a drift term is observed, which also reflects
recombinational effects leading to a drift component in direction of decrementing D.
However, in the next section, we will present a refined approach towards the

interpretation of the drift terms, whereas the allelic perspective will be further
developed for generalised models in the next chapter.

2.6 A comparison with Brownian motion
In order to gain a deeper insight into the behaviour of the process, we wish to compare
it with Brownian motion on the same domain as done in [5] for an analogous model
without recombination. The fundamental idea is that, for a Riemannian manifold
(M, g), the Laplace–Beltrami operator

∆g :=
∑
i,j

gij(x)
( ∂2

∂xi∂xj
−
∑
k

Γkij(x) ∂

∂xk

)
(2.86)

is invariant under all isometries of (M, g). Consequently, the probability density f of
a stochastic process fulfilling the differential equation (i. e. Kolmogorov backward
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equation)

∂

∂t
f(x, t) = 1

2∆gf(x, t) (2.87)

is likewise invariant under all isometries, and the corresponding process is thus said
to be spatially homogeneous or optimally random as no direction is favoured. The
fundamental solution of equation (2.87) is defined to be the probability density of
(standard) Brownian motion on (M, g), and hence we wish to compare equation (2.87)
with the differential equation describing the dynamics of the considered model. This
may easily be done by reformulating a generic parabolic PDE

∂

∂t
f(x, t) = 1

2
∑
i,j

gij(x) ∂2

∂xi∂xj
f(x, t) +

∑
i

µi(x) ∂

∂xi
f(x, t) (2.88)

with gij(x) ≡ σij(x) as

∂

∂t
f(x, t) = 1

2∆gf(x, t) +
∑
k

(1
2
∑
i,j

gij(x)Γkij(x) + µk(x)
) ∂

∂xk
f(x, t). (2.89)

The new additional drift terms∑
i,j

1
2g

ij(x)Γkij(x) =: chk(x) (2.90)

may be dubbed Christoffel forces (cf. [5]) as they originate from the geometrical
properties of (M, g). For our model given in the x-coordinates (cf. equation (2.41)),
we obtain

chk(x) = 1
2

(
xk − 1

4

)
for k = 1, 2, 3, (2.91)

which means that we may interpret the process as a modification of Brownian motion
on (the positive sector of) the sphere S3 with an additional drift

(µk + chk)(x) = ± lim
N→∞

NR(N)D + 1
2

(
xk − 1

4

)
. (2.92)

41



2 A recombinational two-loci Wright–Fisher model and its diffusion approximation

The first terms represents recombinational effects, whereas the second terms describes
the influence of the geometry of the model, i. e. a drift pointing from the centroid
(1

4 , . . . ,
1
4) to the boundary. This may be understood biologically as follows: If a

gamete type is (already) sparsely/densely represented in the population, then it is
even more likely that this gamete type dies out/wins over other gamete types.
When wishing to assess the interplay between geometrical and recombinational

effects, one may switch back to the (p, q,D) coordinates. Computing the Christoffel
forces then yields

chp(p, q,D) = 1
2

(
p− 1

2

)
and chq(p, q,D) = 1

2

(
q − 1

2

)
, (2.93)

whereas for the coefficient of linkage disequilibrium, we obtain

chD(p, q,D) = −1
2

(
p− 1

2

)(
q − 1

2

)
+D. (2.94)

As we have µp = µq = 0 (cf. equation (2.1)), in these coordinates there is no effect of
recombination on the frequencies p and q, while we still have geometrical influences.
The situation is similar to the one described before: If for example p is less/greater
than 1

2 , meaning that the allele A1 is sparsely/densely represented in the population,
then its frequency is even more likely to decrease/increase compared with Brownian
motion on (Ω(p,q,D), g) with 1

2g
ij = aij as in equation (2.3).

For the drift into D-direction, we have:

2.10 Lemma. In comparison with Brownian motion on (Ω(p,q,D), g), irrespective of
recombinational effects, the model features additional positive D-drift for (p, q,D) ∈
Ω(p,q,D) close to either (0, 1, 0) or (1, 0, 0) ∈ ∂Ω(p,q,D), whereas for (p, q,D) close to
(0, 0, 0) or (1, 1, 0), we have additional negative D-drift.

However, in a neighbourhood of (1
2 ,

1
2 , D), the D-drift is predominantly governed

by the value of D, leading to additional incremental D-drift plus a decremental
component caused by recombinational effects, which may flip the direction of the net
drift if the recombination rate R(N) is sufficiently high.

Proof. For the drift coefficient of D, we have with the Christoffel forces

(µD + chD)(p, q,D) =
(
− lim

N→∞
NR(N) + 1

2

)
D − 1

2

(
p− 1

2

)(
q − 1

2

)
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= − lim
N→∞

NR(N)D + 1
2

(
D −

(
p− 1

2

)(
q − 1

2

))
(2.95)

as µD(p, q,D) =
(
− limN→∞NR(N)− 1

2

)
D as may be seen by transforming equa-

tion (2.83) appropriately. Ignoring recombinational effects, we now have both
incremental or decremental additional D-drift – depending on D ≷

(
p− 1

2

)(
q − 1

2

)
.

The term
(
p− 1

2

)(
q − 1

2

)
becomes extremal at the corners of Ω(p,q,D) (equalling ±1

4

there), while D, being restricted by max(p+ q − 1, 0)− pq < D < min(p, q)− pq (cf.
equation (2.2)), continuously vanishes there. At the centre of the p-q-plane, how-
ever, D ranges from −1

4 to 1
4 , while the other term is zero, thus yielding additional

incremental D-drift.
The latter effect is overruled by recombinational effects as soon as we have

limN→∞NR(N) > 1
2 , then leading to additional decremental D-drift. Analogously,

the first effect may also be exceeded by recombinational effects if limN→∞NR(N)D
is sufficiently big.

This is quite a surprising result as without recombination, there is no stable
point in Ω(p,q,D) with respect to the additional drift into D-direction in comparison
with Brownian motion. In particular, the naive interpretation of equation (2.1)
without taking into account Christoffel forces suggests an ubiquitous additional drift
towards the (then stable) linkage equilibrium {D = 0} with the recombinational
effects only amplifying an inherent property of the model. This now turns out to be
inappropriate as only the recombination – and this only dependent on D – provides
a drift stabilising the linkage equilibrium, which is opposing the native behaviour of
the model.
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3 Generalisations of the recombinational
Wright–Fisher model

3.1 Integration of other evolutionary mechanisms
As is well known, there are several other effects different from recombination which
may influence a given population. In the following we will introduce the two most
important concepts, which are natural selection and mutation: For natural selection,
a comprehensive discussion is presented, whereas mutation is only outlined briefly as
it leads to structurally analogous effects on the model.

3.1.1 Extension by natural selection

Being a fundamental principle in population genetics, we now wish to integrate
natural selection into the considered model, which means that the reproductive
success of a given individuals (or pairs of individuals) is determined by its fitness
value in comparison with the average fitness value of the population.

In the simplest case, in a population of N ∈ N+ individuals with the individuals
i = 1, . . . , N present at a frequencies c = (ci), every individual i is assigned a
fitness value wi ∈ R. Then the average fitness value of the population is given by
w̄ =

∑N
i=1wici, and the individual frequencies after selection evaluate to

c′i = wi
w̄
ci. (3.1)

However, it is more plausible to assign fitness values rather to pairs of individuals
than to single ones as the reproductive success is likely to depend on the concurrence
of the parents. Hence, one may assign fitness values wi

j
to a pair of individuals i

j .
For our model, a simple adaption of this idea would be to assign fitness values to
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3 Generalisations of the recombinational Wright–Fisher model

pairs of gametes (in the sense of the RUG model), i. e.

wi
j

A1B1 A1B2 A2B1 A2B2

A1B1 w1
1

w1
2

w1
3

w1
4

A1B2 w2
1

w2
2

w2
3

w2
4

A2B1 w3
1

w3
2

w3
3

w3
4

A2B2 w4
1

w4
2

w4
3

w4
4
.

(3.2)

Naturally, we assume wi
j

= wj
i
, and consequently we may also view (3.2) as fitness

table for single zygotes (with symmetric identification), which would be applied for
the RUZ model correspondingly. If it is additionally stipulated that the fitness of
A1B2
A2B1

agrees with the one of A1B1
A2B2

(hence w2
3

= w1
4
), then (3.2) can be shortened into

a table which gives the fitness in terms of the genetic configuration at each locus of
a zygote, i. e.

wi
j

B1B1 B1B2 B2B2

A1A1 w1
1

w1
2

w2
2

A1A2 w1
3

w1
4

w2
4

A2A2 w3
3

w3
4

w4
4
.

(3.3)

3.1.2 An additive fitness scheme and its application

A simple scheme to fill table (3.3) is given by

w B1B1 B1B2 B2B2

A1A1 1 1 + s2
2 1 + s2

A1A2 1 + s1
2 1 + s1

2 + s2
2 1 + s1

2 + s2

A2A2 1 + s1 1 + s1 + s2
2 1 + s1 + s2,

(3.4)

signifying that

• for the first locus A2 is fitter than A1 by s1 ∈ R,

• for the second locus B2 is fitter than B1 by s2 ∈ R,

• the effects of both loci add.
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3.1 Integration of other evolutionary mechanisms

Due to the last point, such a scheme is called additive. The fitness values for
heterozygotes is calculated by averaging the values of the corresponding homozygotes.
One may show that the diffusion approximation of the recombinational Wright–

Fisher RUG/RUZ model presented in section 2.3 now extended by selection in
accordance with the fitness scheme (3.4) – when requiring that s1, s2 depend on N
with si ∈ O(N−1), i = 1, 2, thus limN→∞Nsi(N) =: σi ∈ R – yields drift coefficients
(cf. section 2.4.2)

µ1(x) = −σ1

2 x
1(x3 + x4)− σ2

2 x
1(x3 + x4)− lim

N→∞
NR(N)D(x), (3.5)

µ2(x) = −σ1

2 x
2(x3 + x4) + σ2

2 x
2(1− x2 − x4) + lim

N→∞
NR(N)D(x), (3.6)

µ3(x) = +σ1

2 x
3(1− x3 − x4)− σ2

2 x
3(x2 + x4) + lim

N→∞
NR(N)D(x) (3.7)

with x4 = 1− x1 − x2 − x3 in the x-coordinates for either model, while all diffusion
coefficients remain unchanged. Thus analogous to recombination, selection in the
diffusion limit also only leads to (deterministic) drift: Carriers of the alleles which are
assumed to be fitter get a positive drift component, whereas carriers of the opposing,
less fit alleles receive a negative drift component.
In the (p, q,D)-coordinates, one obtains

µp(p, q,D) = −σ1

2 p(1− p)−
σ2

2 D, (3.8)

µq(p, q,D) = −σ1

2 D −
σ2

2 q(1− q), (3.9)

µD(p, q,D) = −σ1

2 D(1− 2p)− σ2

2 D(1− 2q)− 1
2D(1 + 2 lim

N→∞
NR(N)), (3.10)

for either model with the diffusion coefficients remaining unaffected again. This
agrees with the result stated in [25].

3.1.3 Multiplicative fitness schemes

An additive fitness scheme as given in equation (3.4) is somewhat unsatisfactory as
in particular the combination of alleles may be relevant for the fitness value and
not the individual contribution of each allele. A more general fitness scheme is thus
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3 Generalisations of the recombinational Wright–Fisher model

given by filling table (3.3) via

w B1B1 B1B2 B2B2

A1A1 1 + 2a 1 + a+ b 1 + 2b
A1A2 1 + a+ c ∗ 1 + b+ d

A2A2 1 + 2c 1 + c+ d 1 + 2d

(3.11)

with a, b, c, d ∈ R, which corresponds to assigning every combination of homozygotes
at the two loci an independent value. The fitness of heterozygotes is still calculated
by averaging; at the position in the table marked with an asterisk, we do not have a
unique value, which is due to the fact that here we do not necessarily have w2

3
= w1

4
.

This becomes evident when translating (3.11) into the fitness table for gamete pairs

wi
j

A1B1 A1B2 A2B1 A2B2

A1B1 1 + 2a 1 + a+ b 1 + a+ c 1 + a+ d

A1B2 1 + b+ a 1 + 2b 1 + b+ c 1 + b+ d

A2B1 1 + c+ a 1 + c+ b 1 + 2c 1 + c+ d

A2B2 1 + d+ a 1 + d+ b 1 + d+ c 1 + 2d;

(3.12)

thus, for ∗ we have either 1 + a+ d or 1 + b+ c.
This fitness scheme is also obtained when assigning fitness values wi to the gametes

by

gam. wi

A1B1 1 + a

A1B2 1 + b

A2B1 1 + c

A2B2 1 + d

(3.13)

and subsequently multiplying the fitness values of two gametes to get the fitness of
them as a pair, e. g.

w1
2

:= w1w2 = 1 + a+ b+ ab. (3.14)

The herein occurring products of the form ab are assumed to be negligible (and hence
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3.1 Integration of other evolutionary mechanisms

do not appear in table (3.12)), which is the case anyway in the diffusion limit, where
we have a, . . . , d ∈ O(N−1) (cf. below).

Note that the presented scheme is neither limited to a certain number of alleles nor
to a certain number of loci as it is essentially independent of the coaction of loci and
alleles and only takes gamete types resp. pairs of gamete types into account. Having
said this, any number of gametes may be assigned fitness values as in table (3.13),
yielding fitness values for pairs of gametes resp. zygotes analogous to table (3.11).
This is exploited for generalisations of the current situation in sections 3.2 and 3.3.

3.1.4 A recombinational Wright–Fisher model with a
multiplicative fitness scheme

We consider again the RUG and the RUZ model as presented in section 2.3 and
enhance them by selection in accordance with the fitness scheme (3.12). For notational
simplicity, we change the designation of the fitness values from 1 + a, . . . , 1 + d to
1 + a1, . . . , 1 + a4 and assume that a1, . . . , a4 depend on N with ai ∈ O(N−1),
i = 1, . . . , 4, thus with limN→∞Nai(N) =: αi ∈ R, i = 1, . . . , 4.

In the RUG model, the selection step is employed between mating and recombina-
tion (cf. fig. 3.1). Consequently, we obtain for the gamete frequencies in the pool (cf.
equation (2.42)):

c′i =
4∑
j=1

wi
j

w̄
cicj ±R

(w1
4

w̄
c1c4 −

w2
3

w̄
c2c3

)
= 1
w̄

( 4∑
j=1

(1 + ai + aj)cicj ±R
(
(1 + a1 + a4)c1c4 − (1 + a2 + a3)c2c3

))
= 1
w̄

(
ci + aici + āci ±R(D + (a1 + a4)c1c4 − (a2 + a3)c2c3)

)
(3.15)

with ā :=
∑4

j=1 ajcj and

w̄ =
∑
i,j

wi
j
cicj =

4∑
i,j=1

(1 + ai + aj)cicj = 1 + 2ā, (3.16)
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Figure 3.1: The RUG model with selection

being the average fitness of the population.
In the diffusion limitN →∞ (cf. section 2.4), we have ā→ 0 and thus w̄ → 1, while

we have Rai ∈ O(N−2) for all i. Consequently, we obtain for the drift coefficients
(cf. equations (2.79))

µi(x) = lim
N→∞

N E1
(
δCNi

∣∣CN = c
)

= lim
N→∞

N(c′i − ci)

= lim
N→∞

N

w̄

(
ci + ai(N)ci + ā(N)ci − (1 + 2ā(N))ci

±R(N)(D(c) + (a1(N) + a4(N))c1c4 − (a2(N) + a3(N))c2c3
))

= (αi − ᾱ)xi ± lim
N→∞

NR(N)D(x) (3.17)

with ᾱ := limN→∞
∑4

j=1Naj(N)cj =
∑4

j=1 αjcj, whereas the diffusion coefficients
are (cf. equation (2.80))

σij(x) = lim
N→∞

N E1
(
δCNiδCNj

∣∣CN = c
)

= lim
N→∞

1
2(c′iδij − c′ic′j) +N(c′i − ci)(c′j − cj)

= 1
2(xiδij − xixj). (3.18)
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3.1 Integration of other evolutionary mechanisms

Again, one may check that the expectations for higher increment products all
vanish as described in section 2.4.2, which is crucial for the validity of the diffusion
approximation.
We thus have in generalisation of proposition 2.9 (cf. also equation (2.84)):

3.1 Lemma. The diffusion approximation of a two-loci two-allelic recombinational
Wright–Fisher model with recombination rate R encompassing a multiplicative fitness
scheme α ∈ R4 may be described by the Kolmogorov backward equation for its
transition probability density f : (∆3)∞ −→ [0, 1] of its gametic configuration x =
(x1, x2, x3) ∈ ∆3

∂

∂t
f(x, t) = 1

4

3∑
i,j=1

xi
(
δij − xj

) ∂2

∂xi∂xj
f(x, t)

+
3∑
i=1

(
(αi − ᾱ)xi ± lim

N→∞
NR(N)D(x)

) ∂
∂xi

f(x, t) (3.19)

with (x, t) ∈ (∆3)∞.
Analogous to recombinational effects, selection effects only affect the drift terms.

In comparison with an additive fitness scheme, the effect this time is even more
transparent: The additional limit fitness αi of a gamete i is compared with the
average additional limit fitness of the population ᾱ and leads to positive or negative
drift if it is higher resp. lower.
The same statement as in lemma 3.1 may also be deduced by using the RUZ

model extended by selection. However, in the RUZ model, the selection step is
employed at a different stage than in the RUG model, i. e. applies to the zygotes
before they produce a new gamete under possible recombination (cf. 3.2). Calculating
the expectation of the gamete frequencies in the next generation Ck(t) leads – when
including selection – to the same result as in the RUG model (cf. equations (2.59)
and (2.62)):

E1(δCk|C = c) = 1
w̄

∑
i,j

(1 + ai + aj)cicjρ
i
j

k − ck

= 1
w̄

(
(ak − ā)ck ±R(D + (a1 + a4)c1c4 − (a2 + a3)c2c3)

)
(3.20)
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Figure 3.2: The RUZ model with selection

For the expectations of the increment products, we get again a different result,
but in the diffusion limit, the value coincides with the one obtained for the RUG
model as (cf. equation (2.65))

E1(δCkδCl|C = c) = − 1
Nw̄2

∑
i,j

(1 + ai + aj)cicjρ
i
j

k

∑
m,n

(1 + am + an)cmcnρ
m
n
k

+ 1
Nw̄

∑
i,j

(1 + ai + aj)cicjρ
i
j

kρ
i
j

k + E1(δCk) E1(δCl) (3.21)

and hence (cf. equation (2.81))

σkl(x) = lim
N→∞

N E1
(
δCNkδCNl

∣∣CN = c
)

= lim
N→∞

(
−
∑
i,j

cicjρ
i
j

k

∑
m,n

cmcnρ
m
n
k +

∑
i,j

cicjρ
i
j

kρ
i
j

k

)
= 1

2xk
(
δkl − xl

)
. (3.22)

Furthermore, all expectations of the higher increment products also vanish for the
RUZ model.

Lastly, it is noted that the assertion of lemma 3.1 is consistent with the results for
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3.1 Integration of other evolutionary mechanisms

the additive fitness scheme from the preceding section: By putting a := 0, b := s2
2 ,

c := s1
2 , d := s1+s2

2 , implying α = 0, β = σ2
2 , γ = σ1

2 , δ = σ1+σ2
2 , we again obtain drift

coefficients as stated in equation (3.5).

3.1.5 Extension by mutation

Lastly, the integration of the evolutionary mechanism of mutation is sketched: In
contrast to the generally directional effect of natural selection, mutation represents
a variational force to the genetic configuration (cf. [10], pp. 11 f.). This is usually
modelled via spontaneous shifts in the population which randomly occur at a certain
stage within the reproduction process; here we assume this to take place right at the
beginning of the reproduction cycle (cf. also below).
In order to obtain a quantitative description, analogous to natural selection, an

appropriate mutation scheme needs to be selected: For example, it may be stipulated
that only certain shifts and only into certain directions may occur. However, in the
most general setting, any gamete i may mutate into any other gamete j and vice
versa. Each event is then assigned a corresponding mutation rate bi,j ∈ [0, 1], i 6= j,
e. g. in the current setting, gamete A1B1 may mutate into A2B2 at rate b1,4. One
may also consider a mutation scheme at the level of alleles wherein then every shift
of alleles is assigned a certain rate. Altogether, by multiplication this again amounts
to a corresponding mutation rate for each gamete mutation. For this reason, in the
following the gamete mutation scheme is employed as this imposes less restrictions
and in conjunction with the RUG model is the most handy. However, one might also
use the RUZ model and a corresponding mutation scheme at the level of zygotes and
show similarly as above that they lead to equivalent results.

To begin with, we will equip the 2-loci 2-allelic recombinational model as presented
in chapter 2 with the mutation scheme bi,j, i, j = 1, . . . , 4, i 6= j. To assess the
diffusion limit of the model, we again need to assume that the mutation scheme
depends on the population size N such that bi,j ∈ O(N−1) and limN→∞Nbi,j(N) =:
βi,j ∈ R for i, j = 1, . . . , 4, i 6= j. If mutation – as already hinted – is assumed to
occur on the gametes of a given population before the mating step (in the sense of the
RUG model), i. e. directly after sampling gametes from the given zygote population
as depicted in figure 3.3, we obtain for the gamete frequencies cmi after the mutation
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Figure 3.3: The RUG model with mutation

step

cmi =
(

1−
4∑
j=1
j 6=i

bi,j

)
ci +

4∑
j=1
j 6=i

bj,icj (3.23)

and for the gamete frequencies in the pool (cf. equation (2.42))

c′i =cmi ±R
(
cm1 c

m
4 − cm2 cm3

)
. (3.24)

In the diffusion limit N →∞ (cf. section 2.4), we consequently obtain for the drift
coefficients (cf. equations (2.79))

µi(x) = lim
N→∞

N E1
(
δCNi

∣∣CN = c
)

= lim
N→∞

N(c′i − ci)

= lim
N→∞

N
(
−
∑
j 6=i

bi,jci +
∑
j 6=i

bj,icj

)
± lim

N→∞
NR

(
c1c4 − c2c3

+ c1

(
−

3∑
j=1

b4,jc4 +
3∑
j=1

bj,4cj

)
+ c4

(
−

4∑
j=2

b1,jc1 +
4∑
j=2

bj,1cj

)
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+
(
−

3∑
j=1

b4,jc4 +
3∑
j=1

bj,4cj

)(
−

4∑
j=2

b1,jc1 +
4∑
j=2

bj,1cj

)
− c2

(
−
∑
j 6=3

b3,jc3 +
∑
j 6=3

bj,3cj

)
− c3

(
−
∑
j 6=2

b2,jc2 +
∑
j 6=2

bj,2cj

)
−
(
−
∑
j 6=3

b3,jc3 +
∑
j 6=3

bj,3cj

)(
−
∑
j 6=2

b2,jc2 +
∑
j 6=2

bj,2cj

))
= −

∑
j 6=i

βi,jx
i +
∑
j 6=i

βj,ix
j ± lim

N→∞
NR(N)D(x) (3.25)

as we particularly have Rbi,j ∈ O(N−2). Hence, for the diffusion coefficients, we
obtain as previously (cf. equation (2.80))

σij(x) = lim
N→∞

N E1
(
δCNiδCNj

∣∣CN = c
)

= lim
N→∞

1
2(c′iδij − c′ic′j) +N(c′i − ci)(c′j − cj)

= 1
2(xiδij − xixj). (3.26)

Again, one may check that the expectation for the higher increment products all
vanish as described in section 2.4.2, which is crucial for the validity of the diffusion
approximation.
We thus have in generalisation of proposition 2.9 (cf. also equation (2.84)):

3.2 Lemma. The diffusion approximation of a two-loci two-allelic recombinational
Wright–Fisher model with recombination rate R(N) ∈ O(N−1) encompassing a
mutation scheme β ∈ R12 may be described by the Kolmogorov backward equation
for its transition probability density f : (∆3)∞ −→ [0, 1] of its gametic configuration
x = (x1, x2, x3) ∈ ∆3 being

∂

∂t
f(x, t) = 1

4

3∑
i,j=1

xi
(
δij − xj

) ∂2

∂xi∂xj
f(x, t)

+
3∑
i=1

(
−

4∑
j=1
j 6=i

βi,jx
i +

4∑
j=1
j 6=i

βj,ix
j ± lim

N→∞
NR(N)D(x)

) ∂
∂xi

f(x, t) (3.27)

55



3 Generalisations of the recombinational Wright–Fisher model

pool of
gametes
freq. c′i(t)

N zygotes
with

gamete freq. ci(t)

N zygotes
with gamete
freq. ci(t+ 1)

pool of
gamete pairs

multinomial
sampling
2N trials

selection

recombination

mutation

mating (random union)


















�JĴ
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Figure 3.4: The RUG model with mutation and selection

with (x, t) ∈ (∆3)∞ and x4 = 1−
∑3

1 x
i.

Analogous to recombination and selection, mutation effects only affect the drift
terms.

3.1.6 A recombinational Wright–Fisher model with mutation
and selection

Furthermore, the model presented may be equipped with both mutation and natural
selection (cf. section 3.1.1), in which the multiplicative fitness scheme αi as introduced
in section 3.1.4 is applied for selection. Again, we need to specify at which stage
of the model both mechanism are incorporated: At first, mutation is assumed to
appear after the mating step (as previously), whereas natural selection is performed
on the newly formed gamete pairs (cf. figure 3.4). Consequently, we obtain

c′i =
4∑
j=1

wi
j

w̄
cmi c

m
j ±R

(w1
4

w̄
cm1 c

m
4 −

w2
3

w̄
cm2 c

m
3

)
= 1
w̄

( 4∑
j=1

(1 + ai + aj)
(
−

4∑
l=1
l 6=i

bi,lci +
4∑
l=1
l 6=i

bl,icl

)(
−

4∑
l=1
l 6=j

bj,lcj +
4∑
l=1
l 6=j

bl,jcl

)
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±R
(
c1c4 − c2c3 + . . .

))
(3.28)

for the gamete frequencies in the pool (cf. equation (2.42)) with cmi being the gamete
frequencies after the mutation step (cf. equation (3.23)).
Alternatively, when interchanging the mutation and selection step by moving

selection ahead of mutation, we obtain for the gamete frequencies in the pool the
diverging expression

c′i =
(

1−
4∑
j=1
j 6=i

bi,j

)
csi +

4∑
j=1
j 6=i

bj,ic
s
j ±R

((
1−

4∑
j=2

b1,j

)
cs1 +

4∑
j=2

bj,1c
s
j . . .

)
(3.29)

with csi = 1+ai
w̄
ci being the gamete frequencies after the selection step with here

w̄ := 1 +
∑4

j=1 ajcj . In this setting, natural selection needs to be applied at the level
of single gametes (instead of pairs of gametes), which still provides an equivalent
result as described in section 3.1.3 since the applied selection scheme effectively is a
haploid one (cf. also table (3.13)).

However, the chosen order of the two evolutionary mechanisms does not influence
the final result as in the diffusion limit N → ∞ (cf. section 2.4), we accordingly
obtain for both variants as the drift coefficients (cf. equations (2.79))

µi(x) = lim
N→∞

N E1
(
δCNi

∣∣CN = c
)

= lim
N→∞

N(c′i − ci)

=
(
αi − ᾱ−

4∑
j=1
j 6=i

βi,j

)
xi +

4∑
j=1
j 6=i

βj,ix
j ± lim

N→∞
NR(N)D(x) (3.30)

with ᾱ := limN→∞
∑4

j=1Naj(N)cj =
∑4

j=1 αjcj, whereas the diffusion coefficients
are (cf. equation (2.80))

σij(x) = lim
N→∞

N E1
(
δCNiδCNj

∣∣CN = c
)

= lim
N→∞

1
2(c′iδij − c′ic′j) +N(c′i − ci)(c′j − cj)

= 1
2(xiδij − xixj). (3.31)
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We thus have in further generalisation of proposition 2.9 (cf. also equation (2.84)):

3.3 Lemma. The diffusion approximation of a two-loci two-allelic recombinational
Wright–Fisher model with recombination rate R encompassing a multiplicative fitness
scheme α ∈ R4 and a mutation scheme β ∈ R12 may be described by the Kolmogorov
backward equation for its transition probability density f : (∆3)∞ −→ [0, 1] of its
gametic configuration x = (x1, x2, x3) ∈ ∆3 being

∂

∂t
f(x, t) = 1

4

3∑
i,j=1

xi
(
δij − xj

) ∂2

∂xi∂xj
f(x, t)

+
3∑
i=1

((
αi − ᾱ−

4∑
j=1
j 6=i

βi,j

)
xi +

4∑
j=1
j 6=i

βj,ix
j ± lim

N→∞
NR(N)D(x)

) ∂

∂xi
f(x, t) (3.32)

with (x, t) ∈ (∆3)∞ and x4 = 1−
∑3

1 x
i.

Having stated the above result, we may conclude our discussion of mutation at
this point and only carry natural selection onwards to our further considerations.
However, mutational effects generalise as straightforwardly as selectional effects, and
furthermore, the following results may analogously be completed by mutation if
necessary.

3.2 Two-loci multi-allelic models
The generalisation of the models considered in section 2.3 to arbitrarily many alleles
and giving its diffusion approximation is quite straightforward. However, in the
remainder we will only consider the RUG model as it is the more transparent one
(cf. also p. 33).

3.2.1 Quantitative analysis

To adapt the notation to the modified situation, we write ij for a gamete containing
alleles i and j (and hence cij for the corresponding frequency) with i and j now
running from 1 to some arbitrary n ≥ 2 which denotes the number of alleles admitted.
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3.2 Two-loci multi-allelic models

Correspondingly, we now have an (n2 − 1)-dimensional state space (by dropping
cnn = 1−

∑
(i,j)6=(n,n) cij) which is given by (cf. equation (2.72))

∆n2−1
N

:=
{

(c11, . . . , c1n, c21, . . . , cn1, . . . , cnn−1) ∈ Nn2−1
N−1

∣∣∣ ∑
(i,j) 6=(n,n)

cij < 1
}

(3.33)

for the discrete approach resp. its limit space for means of diffusion approximation
being

∆n2−1 =
{

(x11, . . . , x1n, x21, . . . , xn1, . . . , xnn−1) ∈ Rn2−1∣∣xij > 0;
∑

(i,j)6=(n,n)

xij < 1
}
.

(3.34)

For a quantitative treatment, we calculate again the frequencies c′ij in the gamete
pool after mating and recombination with the gamete frequencies of the current
population cij given; selection is excluded at the moment. A gamete ij is produced if

• the gamete ij is sampled twice with relative frequency 1,

• gametes ij and il or kj are sampled with relative frequency 1
2 (plus a factor 2

by symmetry),

• gametes ij and kl are sampled with relative frequency 1
2(1−R) (plus a factor 2

by symmetry),

• gametes il and kj are sampled with relative frequency 1
2R (plus a factor 2 by

symmetry)

with i, j, k, l ∈ {1, . . . , n} and k 6= i, l 6= j. Consequently, we obtain

c′ij =
n∑

k,l=1

cijckl +R
(∑
k 6=i
l 6=j

(cilckj − cijckl)
)
. (3.35)

Putting

Dij(c) :=
∑

k 6=i,l 6=j

(cilckj − cijckl) (3.36)
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3 Generalisations of the recombinational Wright–Fisher model

and using the frequency property, we get

c′ij = cij +RDij(c), (3.37)

which is analogous to the formula obtained in the 2-allelic case (cf. equation (2.42)).
However, now we have n2 coefficients of linkage disequilibrium Dij dependent on the
chosen gamete type, whereas in the 2-allelic case only one coefficient D suffices for
gamete frequencies (with different sign, cf. also section 3.5). This proves to be a
special case of the general situation as for n = 2 we have

D11 = D22 = −D12 = −D21 = c12c21 − c11c22 ≡ c2c3 − c1c4 = −D. (3.38)

Correspondingly, while in the 2-allelic case the linkage equilibrium is equivalent to
D ≡ 0, here the (full) linkage equilibrium between the two loci considered is assumed
to be only achieved if Dij ≡ 0 for all i, j = 1, . . . , n.
In the diffusion limit, where we may also write Dij(x) with upper indices for

notational consistency, we obtain consequently as drift coefficients

µij(x) = lim
N→∞

N E1
(
δCNij

∣∣CN = c
)

= lim
N→∞

NR(N)Dij(x), (3.39)

whereas the diffusion coefficients again show no effect of recombination, thus

σij,kl(x) = lim
N→∞

N E1
(
δCNijδCNkl

∣∣CN = c
)

= lim
N→∞

1
2
(
(cij +R(N)Dij)δijkl − (cij +R(N)Dij)(ckl +R(N)Dkl)

)
+ lim

N→∞
NR2(N)DijDkl

= 1
2x

ij(δijkl − xkl). (3.40)

With the results of the preceding section for fitness schemes generalising straightfor-
wardly, thus αij ∈ R being the additional limit fitness of allele ij and ᾱ =

∑
i,j αijcij

being the average additional limit fitness of the population (cf. pp. 49 f.), we altogether
have:

3.4 Lemma. For n ≥ 2, the diffusion approximation of a two-loci n-allelic recombina-
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3.2 Two-loci multi-allelic models

tional Wright–Fisher model with recombination rate R encompassing a multiplicative
fitness scheme α = (αij) ∈ Rn2 may be described by the Kolmogorov backward
equation for its transition probability density f : (∆n2−1)∞ −→ [0, 1] of its gametic
configuration x = (x11, . . . , x1n, x21, . . . , xn1, . . . , xnn−1) ∈ ∆n2−1 being

∂

∂t
f(x, t) = 1

4
∑

(i,j)6=(n,n)
(k,l)6=(n,n)

xij
(
δijkl − x

kl
) ∂2

∂xij∂xkl
f(x, t)

+
∑

(i,j)6=(n,n)

(
(αij − ᾱ)xij ± lim

N→∞
NR(N)Dij(x)

) ∂

∂xij
f(x, t) (3.41)

with (x, t) ∈ (∆n2−1)∞.

3.2.2 Alternative coordinates

The formula for the coefficients of linkage disequilibrium Dij may still be simplified,
i. e.

Dij(c) =
∑
l 6=j

cil
∑
k 6=i

ckj − cij
(

1−
∑
l 6=j

cil −
∑
k 6=i

ckj − cij
)

=
(
cij +

∑
k 6=i

ckj

)(
cij +

∑
l 6=j

cil

)
− cij

=
( n∑
i=1

cij

)( n∑
j=1

cij

)
− cij. (3.42)

This may be rendered even more handy by introducing a bullet • notation, which
indicates that it is summed over all alleles at the corresponding locus, e. g. ci• :=∑n

j=1 cij for i = 1, . . . , n with cnn := 1 −
∑

(i,j)6=(n,n) cij. The above formula then
reads

Dij(c) = c•jci• − cij. (3.43)

As ci• corresponds to the gross frequency of (all carriers of) the allele i at the
first locus etc., generalising the coordinates p, q from section 2.5, it becomes evident
that now the linkage equilibrium between the two loci considered is comprised by
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3 Generalisations of the recombinational Wright–Fisher model

n2 linkage equilibria with respect to the alleles1 i and j (correspondingly Dij ≡ 0),
which are achieved if the product of the total frequencies of the alleles considered
equals the frequency of the gamete carrying both these alleles (cf. also the analogue
situation in the 2-allelic case on p. 23). However, only (n− 1)2 coefficients of linkage
disequilibrium are independent as we have

n∑
i=1

Dij(c) =
n∑
i=1

c•jci• −
n∑
i=1

cij = c•j − c•j = 0 (3.44)

and analogously
∑n

j=1Dij(c) ≡ 0. Moreover, equation (3.44) implies that – analo-
gously to the 2-allelic model – the allele frequencies ci• and c•j, i, j ∈ {1, . . . , n} are
not affected by recombinational effects (cf. equation (3.37)).
Following these observations, it appears beneficial to reformulate equation (3.41)

in terms of coordinates reflecting the allele frequencies. Primarily, we may take the
2(n− 1) coordinates ci•, c•j resp. xi•, x•j with i, j = 1, . . . , n− 1 (note

∑n
i=1 c

i• = 1)
and, analogous to the approach presented in section 2.5, add the (n− 1)2 coefficients
of linkage disequilibrium Dij with i, j = 1, . . . , n− 1 to constitute a full set of n2 − 1
coordinates.

Transforming equation (3.41) into such (x•, D)-coordinates then yields drift coeffi-
cients (not taking into account selective effects)

µx
i•(x•, D) =

∑
(k,l)6=(n,n)

lim
N→∞

NR(N)Dkl∂x
i•

∂xkl
= 0 for i = 1, . . . , n− 1 (3.45)

and likewise µx•j(x•, D) = 0 for j = 1, . . . , n − 1 as expected by equation (3.44).
Furthermore, we have

µD
ij(x•, D) =

∑
(k,l)
6=(n,n)

lim
N→∞

NR(N)Dkl∂D
ij

∂xkl
+ 1

4
∑

(k,l) 6=(n,n)
(r,s)6=(n,n)

xkl
(
δklrs − xrs

) ∂2Dij

∂xkl∂xrs

= lim
N→∞

NR(N)
( n∑
l=1

Dilx•j +
n∑
k=1

Dkjxi• −Dij
)

1Correspondingly, the coefficients of linkage disequilibrium may rather be perceived as being
indexed by combinations of alleles than by gamete types; this observation will become even
clearer in section 3.5.
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+ 1
4

n∑
l,r=1

xil
(
δilrj − xrj

)
+ 1

4

n∑
k,s=1

xkj
(
δkjis − xis

)
= − lim

N→∞
NR(N)Dij − 1

2D
ij for i, j = 1, . . . , n− 1 (3.46)

via

∂Dij

∂xkl
= x•jδik + xi•δjl − δ

i
kδ
j
l for i, j 6= n and (k, l) 6= (n, n),

∂2Dij

∂xkl∂xrs
= δikδ

j
s + δjl δ

i
r for i, j 6= n and (k, l), (r, s) 6= (n, n).

Thus, recombination leads to (additional) decrementalDij-drift for i, j = 1, . . . , n−
1 via the term − limN→∞NR(N)Dij , whereas the allele frequencies do not receive an
additional drift component, generalising the result for the previous model. Further-
more, there is an additional drift component resulting from the choice of coordinates
(currently −1

2D
ij); for a complete assessment of the drift situation, however, a com-

parison with Brownian motion as in section 2.6 would be necessary. To this end, also
the diffusion terms need to be stated, yielding a full generalisation of equation (2.1);
this, however, is not pursued right here due to the bulkiness of the corresponding
expressions – but will be done for means of determining geometric properties of the
linkage equilibrium states in section 3.5.1.

3.3 Multi-loci models
When considering recombinational models with k ≥ 3 loci, there exist far more
relations between different (subsets of) loci. In particular, different modes of recombi-
nation are possible, and for a certain recombinational event, it is hence necessary to
define which loci actually recombine. This may be done by introducing the concept
of recombination masks as in [27] with each mask corresponding to one particular
mode of recombination; the full recombinational action is then assumed to be the
additive effective of all active mask as will be described in the following.
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3 Generalisations of the recombinational Wright–Fisher model

3.3.1 Recombination masks

As stated in [27], a recombination mask specifies – if recombination occurs – which
allele at a given locus is sampled. Assuming pairs of gametes from which recombi-
nation is performed, the recombination mask may be given as a 2× k matrix with
entries 1 and ∗, e. g.

m =
(

1 ∗ 1 . . . 1 1 ∗
∗ 1 ∗ . . . ∗ ∗ 1

)
, (3.47)

signifying that, at the first locus, the allele is sampled from the one gamete, while at
the second locus, the allele is sampled from the other gamete and so on. Actually,
giving one row of the matrix is sufficient, however, for notational reasons we will
often need both rows: Then, the upper row is denoted by m, whereas the lower row is
denoted by m. Furthermore, all matrices which can be transformed into one another
by interchanging the upper and the lower row are identified (as they correspond to
the same mode of recombination) and the trivial ones are excluded, which means
that altogether 2k−1 − 1 masks exist.

This space of all recombination masks with k slots is denoted by Mk, out of which
of course only certain masks may be active in a given model. Correspondingly,
it is assumed that every active mask m ∈ Mk is assigned a recombination rate
Rm > 0, denoting the rate at which recombination events governed by this mask
occur, whereas non-active masks receive the recombination rate 0. Necessarily, we
have

∑
m∈Mk

Rm ≤ 1. Again, these individual recombination rates may also depend
on the population size N .
Under the effect of each mask m, recombination basically is a 2-locus event,

independently of the total number of loci k: All those loci at which the allele is
sampled from the same gamete are linked by that mask and hence may be interpreted
as a single locus, at which an accordingly increased number of alleles may occur;
the corresponding holds true for the remaining loci, at which the alleles are sampled
from the other gamete. More complex recombinational actions (i. e. recombination
between three or more different subsets of loci) are included in the model via the
additivity of single mask recombination events as already stated. For each individual
mask, though, the considerations of the preceding section 3.2 are likewise applicable
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3.3 Multi-loci models

as is described in the following sections.

3.3.2 Further notation

With regard to a systematic treatment, we will need to introduce some additional
notation: For a model with k loci, at which n alleles each may occur with k, n ≥ 2,
we number the loci with 1, . . . , k and correspondingly write i = i1 . . . ik for a gamete
containing alleles i1 at locus 1, i2 at locus 2 and so forth until k (and hence, ci1...ik
for the corresponding frequency), where i1, . . . , ik now run from 1 to n. This yields
an (nk − 1)-dimensional state space (by dropping cn...n = 1−

∑
(i1,...,ik)6=(n,...,n) ci1...ik)

which is given by (cf. equation (3.33))

∆nk−1
N

:=
{(
c1...11, . . . , c1...1n, c1...21, . . . , c1...n1, . . . , c1...nn, . . . ,

c2...11, . . . , cn...nn−1
)
∈ Nnk−1

N−1

∣∣∣ ∑
(i1,...,ik)6=(n,...,n)

ci1...ik < 1
}

(3.48)

for the discrete approach resp. the corresponding limit space for means of diffusion
approximation being

∆nk−1 =
{(
x1...11, . . . , x1...1n, x1...21, . . . , x1...n1, . . . , x1...nn, . . . ,

x2...11, . . . , xn...nn−1) ∈ Rnk−1
∣∣∣xi1...ik > 0;

∑
(i1,...,ik)6=(n,...,n)

xi1...ik < 1
}
. (3.49)

Now, for some mask m ∈ Mk (cf. equation (3.47)), in slight alteration of the
notation, we denote the set of loci marked by an entry 1 in m also by m =
{m1, . . . ,ml} ⊂ {1, . . . , k} with 1 ≤ l ≤ k (corresponding to the index i of sec-
tion 3.2.1), whereas the set of the remaining loci marked by an entry 1 in m is also
denoted by m = {m1, . . . ,mk−l} = {1, . . . , k} \ {m1, . . . ,ml} (corresponding to the
index j previously), i. e.

m =
(

1 ∗ 1 . . . 1 1 ∗
∗ 1 ∗ . . . ∗ ∗ 1
↑ ↑ ↑ ↑ ↑ ↑

m1 m1 m2 . . . ml−1 ml mk−l

)
.

(3.50)
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3 Generalisations of the recombinational Wright–Fisher model

Correspondingly, for the alleles which m samples from the one (upper) gamete,
we may thus write im = im1 . . . iml as well as we may write im = im1 . . . imk−l
for the alleles sampled from the other (lower) gamete. Eventually, for the allelic
configuration of a gamete produced by recombination governed by m, we may write
〈im, im〉 = 〈im1 . . . iml , im1 . . . imk−l〉 with the angles

〈 · , · 〉 (3.51)

indicating that the alleles are sorted into the correct ordering regarding the locus
they are associated with. In the given example (cf. equation (3.50)), this would yield
〈im, im〉 = im1im1im2 . . . iml−1imlimk−l .

3.3.3 Quantitative analysis of multi-loci mask recombination

For some gamete i = i1 . . . ik with corresponding frequency ci = ci1...ik and considering
only one single mask m ∈ Mk, we consequently obtain in the RUG model after
mating and recombination (cf. equation (3.37))

c′i = ci +RmD
m
i , (3.52)

whereas taking into account all masks m ∈ Mk, we obtain in consequence of the
assumed additivity

c′i = ci +
∑
m∈Mk

RmD
m
i . (3.53)

The appearing coefficients of m-linkage disequilibrium Dm
i are given by (cf. equa-

tion (3.42))

Dm
i :=

∑
(̃im1 ,...,̃iml )
6=(im1 ,...,iml )

∑
(̃im1 ,...,̃imk−l )
6=(im1 ,...,imk−l )

(
c〈̃im,im〉c〈im ,̃im〉 − c〈im,im〉c〈̃im ,̃im〉

)
. (3.54)

As linkage generally includes all loci, these coefficients effectively assess the disequi-
librium of linkage between two subset of loci generated by the mask m, i. e. m and m,
referred to as the m-linkage here (for a more detailed discussion cf. also section 3.5.2).
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3.3 Multi-loci models

Correspondingly, since the construction is symmetric in m and m, the coefficients of
m-linkage disequilibrium are well-defined with respect to the identification of upper
and lower row of the mask m that we have stipulated (cf. p. 64). Instead of Dm

i , we
may thus also write Dm

i or Dm
i – the required counterpart m resp. m is always given

as the row of same dimension with complementary entries.
In the diffusion limit – with Dm,i(x) formulated with upper indices for notational

consistency – we obtain consequently as drift coefficients

µi(x) = lim
N→∞

N E1
(
δCNi

∣∣CN = c
)

= lim
N→∞

N
∑
m∈Mk

Rm(N)Dm,i(x), (3.55)

whereas the diffusion coefficients again show no effect of recombination as we have

σi,j(x) = lim
N→∞

N E1
(
δCNiδCNj

∣∣CN = c
)

= lim
N→∞

1
2

(
ci +

∑
m∈Mk

Rm(N)Dm
i

)
δij

− lim
N→∞

(
ci +

∑
m∈Mk

Rm(N)Dm
i

)(
cj +

∑
m∈Mk

Rm(N)Dm
j

)
+ lim

N→∞
N

∑
m,m̃∈Mk

Rm(N)Rm̃(N)Dm
i D

m̃
j

= 1
2x

i(δij − xj). (3.56)

With the results of section 3.1.1 for fitness schemes generalising also to multi loci,
thus αi = αi1...ik ∈ R being the additional limit fitness of allele i = i1 . . . ik and
ᾱ =

∑
i αici being the average additional limit fitness of the population (cf. pp. 49 f.),

we altogether have:

3.5 Theorem. For k, n ≥ 2, the diffusion approximation of a k-loci n-allelic Wright–
Fisher model encompassing a multiplicative fitness scheme α = (αi) ∈ Rnk and
recombination governed by recombination masks m ∈ Mk with corresponding re-
combination rate Rm may be described by the Kolmogorov backward equation for
its transition probability density f : (∆nk−1)∞ −→ [0, 1] of its gametic configuration
x =

(
x1...11, . . . , x1...1n, x1...21, . . . , x1...n1, . . . , x1...nn, . . . , x2...11, . . . , xn...nn−1) ∈ ∆n2−1
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being

∂

∂t
f(x, t) = 1

4
∑

i,j 6=(n,...,n)

xi
(
δij − xj

) ∂2

∂xi∂xj
f(x, t)

+
∑

i 6=(n,...,n)

(
(αi − ᾱ)xi + lim

N→∞
N
∑
m∈Mk

Rm(N)Dm,i(x)
) ∂

∂xi
f(x, t) (3.57)

with i = i1 . . . ik, j = j1 . . . jk and (x, t) ∈ (∆nk−1)∞.

3.3.4 Alternative coordinates

Finding alternative coordinates adapted to the recombination interaction like (x•, D)
in the two-loci multi-allelic model (cf. section 3.2.2) is somewhat more intricate
with the increased number of loci. However, at first the formula (3.54) for Dm

i may
analogously be shortened into (cf. equation (3.43))

Dm
i (c) =

( (n,...,n)∑
im=(1,...,1)

c〈im,im〉

)( (n,...,n)∑
im=(1,...,1)

c〈im,im〉

)
− ci

=: c〈im,•〉c〈im,•〉 − ci, (3.58)

wherein • as in c〈im,•〉 now signifies similarly to section 3.2.2 that it is summed over
all corresponding alleles at the loci not belonging to m, whereas the alleles im remain
fixed, i. e.

c〈im,•〉 :=
(n,...,n)∑

im=(1,...,1)

c〈im,im〉 (3.59)

with cn...n = 1−
∑

(i1,...,ik) 6=(n,...,n) ci1...ik ; the significance of c〈im,•〉 is analogous.
The form of Dm,i(x) shown is again symmetric in m and m. Moreover, it is directly

analogous to the one of the previous coefficients of linkage disequilibrium Dij(x) as
may be seen when comparing equations (3.43) and (3.58), completing the structural
analogy between two-loci recombination and multi-loci recombination via a certain
mask alluded to in the beginning of the section.
Consequently, also the corresponding allele tuple frequencies c〈•,im〉 and c〈im,•〉
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remain unaffected by the recombination governed by the mask m as we have

(n,...,n)∑
im=(1,...,1)

Dm
i (c) =

(n,...,n)∑
im=(1,...,1)

c〈im,•〉c〈im,•〉 −
(n,...,n)∑

im=(1,...,1)

ci = c〈im,•〉 − c〈im,•〉 = 0 (3.60)

and analogously
∑

im D
m
i (c) = 0. This, however, only holds for the contemplated

mask m, whereas the action of any other mask may still alter c〈•,im〉 and c〈im,•〉.
When searching for more general invariants of mask recombination, again the allele

frequencies (c〈ij ,•〉) with ij = 1, . . . , n− 1 for j = 1, . . . , k come into focus as we have

µx
〈ij ,•〉(x•, D) =

∑
m∈Mk

∑
l 6=(n,...,n)

lim
N→∞

NRm(N)Dm,l∂x
〈ij ,•〉

∂xl
= 0 (3.61)

via ∂x〈ij ,•〉

∂xl
= δ

ij
lj

and either {j}c ⊃ m or {j}c ⊃ m for the corresponding drift
coefficients of the diffusion approximation (not taking into account selective effects).
Thus, all allele frequencies remain unaffected by recombinational drift effects.

Similarly to the two-loci model, we may wish to additionally evaluate the influence
of recombination on the drift behaviour of the coefficients of linkage disequilibrium.
In doing so, we need to anticipate some concepts which are actually only introduced in
sections 3.4 and 3.5: As we do not get a very enlightening result (cf. equation (3.46))
for the coefficients of m-linkage disequilibrium nor do they render a full alternative
coordinate system (there are only 2k−1 − 1 masks, whereas we have nk − 1 gamete
frequencies), we rather calculate drift coefficients for the

(
k
2

)
(n− 1)2 coefficients of

generalised 2-linkage disequilibrium

D
〈ij1 ,ij2 ,•〉
2 with j1, j2 ∈ {1, . . . , k}, j1 6= j2; ij1 , ij2 = 1, . . . , n− 1, (3.62)

adapting the concept of twofold linkage interactions as with Dij in equation (3.43)
to the multi-loci setting (cf. section 3.5.2). Moreover, these coefficients reflect the
action of all (relevant) masks as will be shown below.
Thus, transforming equation (3.57) into the yet incomplete (x•, D2)-coordinates
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yields (again not taking into account selective effects)

µD
〈ij1 ,ij2 ,•〉
2 (x•, D) =

∑
m̃∈Mk

∑
l 6=(n,...,n)

lim
N→∞

NRm̃(N)Dm̃,l∂D
〈ij1 ,ij2 ,•〉
2
∂xl

+ 1
4

∑
l 6=(n,...,n)
r 6=(n,...,n)

xl
(
δlr − xr

)∂2D
〈ij1 ,ij2 ,•〉
2

∂xl∂xr

=
∑
m̃∈Mk

lim
N→∞

NRm̃(N)
∑
l

(
Dm̃,lδ

ij1
lj1
x〈ij2 ,•〉 +Dm̃,lδ

ij2
lj2
x〈ij1 ,•〉

−Dm̃,lδ
ij1
lj1
δ
ij2
lj2

)
+ 1

2
(
x〈ij1 ,ij2 ,•〉 − x〈ij1 ,•〉x〈ij2 ,•〉

)
= −

∑
m∈M2

lim
N→∞

NRm(N)D〈ij1 ,ij2 ,•〉2 − 1
2D

〈ij1 ,ij2 ,•〉
2 (3.63)

with Rm :=
∑
{m̃∈Mk|m̃

∗〈ij1 ,ij2 ,∗〉=m}Rm̃ for m ∈M2 via

∂D
〈ij1 ,ij2 ,•〉
2
∂xl

= x〈ij2 ,•〉δ
ij1
lj1

+ x〈ij1 ,•〉δ
ij2
lj2
− δij1lj1 δ

ij2
lj2
,

∂2D
〈ij1 ,ij2 ,•〉
2

∂xl∂xr
= δ

ij1
lj1
δ
ij2
rj2

+ δ
ij1
rj1
δ
ij2
lj2

and by equation (3.60). Thus, the coefficients of generalised 2-linkage disequilibrium
D
〈ij1 ,ij2 ,•〉
2 receive an additional decremental drift component caused by recombina-

tional events with masks m̃ bisecting the loci j1 and j2, i. e. j1 ∈ m and j2 ∈ m

or conversely, plus an extra component resulting from the choice of coordinates
(−1

2D
〈ij1 ,ij2 ,•〉
2 ). The property of bisecting the defined loci may also be formulated by

anticipating the schema terminology and notation presented in section 3.4: Thus,
drift is only caused by masks which are not converted into the trivial mask by
reduction with the schema class 〈ij1 , ij2 , ∗〉 (cf. also pp. 74 f. for a more detailed
discussion of the interplay of schema classes and masks).
However, as (x••, D2) does not yet form a full set of coordinates, we may add

the coefficients of generalised l-linkage disequilibrium, 3 ≤ l ≤ k anticipated from
section 3.5.3 (for a definition cf. equation (3.120)). For these coefficients, we similarly
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obtain as drift coefficients

µD
〈ij1 ,...,ijl ,•〉
l (x•, D2, . . . , Dk) = −

∑
m̃∈Mk

lim
N→∞

NRm̃(N)
∑
r

Dm̃,rδ
ij1 ...ijl
rj1 ...irl

+ . . .

= −
∑
m∈Ml

lim
N→∞

NRm(N)Dm,〈ij1 ,...,ijl ,•〉 (3.64)

+ terms originating from the choice of coordinates

with Rm :=
∑
{m̃∈Mk|m̃

∗〈ij1 ,...,ijl ,∗〉=m}Rm̃ for m ∈ Ml, similarly signifying that also
the coefficients of l-linkage disequilibrium receive a recombinational drift from all
mask recombination events whose mask bisects the defined loci j1, . . . , jl, i. e. is not
converted into the trivial mask when reduced by the schema class 〈ij1 , . . . , ijl , ∗〉
(plus additional terms coming from the choice of coordinates). However, for a full
assessment of the drift situation, again a comparison with Brownian motion as in
section 2.6 would be necessary – this would imply even more calculative effort than
with the two-loci model and is hence not pursued here.

3.4 Schemata
In many situation of mathematical modelling, it has proven useful to shift from
a detailed, low-level assessment of a given system to a more abstract, higher-level
view – a technique which is commonly known as coarse-graining. In the context of
genetic models, this may be implemented by reducing the information of the genetic
configuration via bundling certain gamete frequencies. In doing so, it stands to reason
to particularly coarse-grain the information of certain loci, i. e. to bundle gametes
which have a certain number of alleles in common. These clusters of alleles are then
dubbed schemata as presented in [27], a concept which is already foreshadowed in
the context of recombination, i. e. with the introduction of recombination masks m,
whose halves m and m may be directly interpreted as a schema class as will be
illustrated.
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3 Generalisations of the recombinational Wright–Fisher model

3.4.1 Notation

Returning to the setting of a k-loci n-allelic Wright–Fisher model with the loci denoted
by 1, . . . , k and the corresponding alleles by i1, . . . , ik ∈ {1, . . . , n}, thus with state
space ∆nk−1

N

(resp. ∆nk−1 in case of diffusion approximation; cf. equations (3.48)
and (3.49)), a schema of order l < k may be given by specifying a certain allele for l
loci, whereas for the remaining k − l loci, no allele is specified (cf. [27], pp. 9 f.).
Denoting the non-specified alleles by •, we may for example consider a schema (k = 5,
n = 5)

i1•i3i4i5 (3.65)

with i1, i3, i4, i5 ∈ {1, . . . , 5}, comprising the gametes i11i3i4i5, i12i3i4i5, i13i3i4i5,
i14i3i4i5, i15i3i4i5.
Furthermore, for a systematic treatment, we introduce the notion of a schema

class s (of length k and order l < k) being given by a 1 × k-matrix with entries 1
and ∗ with the entry 1 appearing exactly l times, thus e. g. (k = 5, l = 4)

s =
(
1, ∗, 1, 1, 1

)
. (3.66)

Similar to the recombination masks of section 3.3.1, these entries are sequentially
referring to the loci of a gamete, signifying that, at a locus marked with 1, the allele
is taken into account, whereas it is not taken into account at loci marked with ∗.
Correspondingly, a schema defining an allele exactly at every locus marked with 1 is
said to correspond to the given schema class s. In a slight alteration of the notation,
the set of loci marked by entry 1 is also denoted by s = {s1, . . . , sl} ⊂ {1, . . . , k}
with the corresponding set of alleles denoted by is = is1 . . . isl . The remaining loci
are denoted by sc = {sc1, . . . , sck−l}, and the corresponding set of alleles subsequently
by isc = isc1 . . . isck−l .
Now, a schema corresponding to schema class s may be denoted by 〈is, •〉 with

is ∈ {1, . . . , n}l giving the alleles at the specified loci and the bullet • indicating that
the allele at the remaining loci (i. e. sc) are undefined. The angles (cf. equation (3.51))
signify that the alleles are fitted into the correct sequential ordering in accordance
with the loci they are associated with. Consequently, the frequency of a schema
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〈is, •〉 corresponding to some schema class s is then determined by summing over all
gamete frequencies ci ∈ ∆nk−1

N

comprised by that schema, thus

c〈is,•〉 :=
(n,...,n)∑

isc=(1,...,1)

c〈is,isc 〉 (3.67)

with again cn...n = 1−
∑

(i1,...,ik)6=(n,...,n) ci1...ik .

3.4.2 Quantitative analysis

We may now transfer the results of the preceding section to a k-loci n-allelic recom-
binational Wright–Fisher model in a coarse-grained view by schemata. This may for
example be achieved by selecting a certain schema class s (of order l < k) and assessing
the model by giving the frequencies of all schemata relating to s. The corresponding
state space is then given by ∆nl−1

N

(by dropping c〈n...ns,•〉 = 1−
∑

is 6=(n,...,n) c〈is,•〉) resp.
∆nl−1 in case of diffusion approximation; this also reflects the loss of information
caused by coarse-graining as the ungrained model comes with the wider state space
∆nk−1

N

resp. ∆nk−1.
Directly resorting to the diffusion approximation of the model, theorem 3.5 may

then be adapted to the schema view by transforming coordinates (xi) 7→ (x̃〈is,•〉)
correspondingly. In doing so, we have

∂x̃〈is,•〉
∂xj

= δisjs , (3.68)

and consequently the coefficients of the first order derivatives in equation (3.57)
transform as (cf. lemma 2.2)

b̃〈is,•〉(x̃) =
∑
j

bj(x)δisjs

=
∑
j

(
(αj − ᾱ)xj + lim

N→∞
N
∑
m∈Mk

Rm(N)Dm,j(x)
)
δisjs

≡ (α〈is,•〉(x)− ᾱ(x))x̃〈is,•〉 + lim
N→∞

N
∑
m∈Mk

Rm(N)
∑
isc

Dm,i(x) (3.69)
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3 Generalisations of the recombinational Wright–Fisher model

for is ∈ {1, . . . , n}l \ {(n, . . . , n)} when putting

α〈is,•〉(x) :=
∑

isc
αix

i

x̃〈is,•〉
(3.70)

for the fitness term. This expression may be interpreted as the additional limit fitness
of the schema 〈is, •〉. However, as indicated, it is still dependent on the individual
gamete fitness as the schema fitness of course evaluates the weighted average fitness
of all gametes present in that schema. This may be overcome by also lifting the
assignment of fitness values to the level of schemata with the downside that the
individual fitness of alleles can no longer be taken into account, thus defining α〈is,•〉
for all is ∈ {1, . . . , n}l and subsequently putting

αi := α〈is,•〉 for all i ∈ {1, . . . , n}k. (3.71)

If doing so, also the average additional limit fitness ᾱ may be formulated in terms of
x̃ as we have

ᾱ(x) =
∑
i

αix
i =

∑
is

α〈is,•〉
∑
isc

xi ≡
∑
is

α〈is,•〉x̃
〈is,•〉. (3.72)

Continuing with the recombination term, we obtain (cf. equation (3.58))∑
isc

Dm,i(x) =
∑
isc

(∑
im

xi

)(∑
im

xi

)
−
∑
isc

xi. (3.73)

The recombination mask m bisects the set of loci into m and m. Thus, m also defines
a segmentation sc = sc ∪̇ sc with sc ⊂ m and sc ⊂ m. Regarding the mask m itself,
all loci sc are effectively removed from the mask, converting it non-injectively into a
mask m∗s ∈Ml, thus of dimension 2× l with then m∗s∪m∗s = s; if e. g. m =

(
1∗1∗∗
∗1∗11

)
and s = (1 ∗ 111), we obtain (with the diamonds � indicating the entries effectively
removed)

m∗s =
(

1 � 1 ∗ ∗
∗ � ∗ 1 1

)
. (3.74)
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Correspondingly, we also say that the mask m is reduced by the schema class s,
yielding the reduced mask m∗s.

For the coefficients of m-linkage disequilibrium, we thus have∑
isc

Dm,i(x) =
(∑

isc

∑
im

xi

)(∑
isc

∑
im

xi

)
− x̃〈is,•〉

=
( ∑
i(sc∪im∗s )

xi

)( ∑
i(sc∪im∗s )

xi

)
− x̃〈is,•〉

=
(∑
im∗s

x̃〈is,•〉

)(∑
im∗s

x̃〈is,•〉

)
− x̃〈is,•〉 =: Dm∗s,〈is,•〉(x̃). (3.75)

The form of the appearing coefficients of m∗s-linkage disequilibrium Dm∗s,〈is,•〉(x̃) is
again analogous to the previous coefficients Dm,i(x), only with schema frequencies
instead of gamete frequencies appearing as argument. This may be seen when
comparing equations (3.75) and (3.58) – and is to be expected as the recombination
event itself remains unaffected.
However, another effect enters into the discussion as for certain combinations

of m and s, we have either m∗s = ∅ or m∗s = ∅ and correspondingly m∗s = s resp.
m∗s = s, which signifies that the mask m is converted into a trivial mask via the
deletion of the unspecified loci, e. g.

(
1∗111
∗1∗∗∗

)
 
(

1�111
∗�∗∗∗

)
. Correspondingly, either of

the sums in equation (3.75) then is such that effectively the summation spans all loci
(consequently yielding 1), whereas the other sum comprises only one summand, i. e.
x̃〈is,•〉. Consequently, Dm∗s,〈is,•〉 then always evaluates to zero, reflecting the fact that,
with the trivial mask, no linkage relation is expressed and hence the corresponding
coefficient always indicates ‘linkage equilibrium’, i. e. D = 0.
With Ml being the domain of all non-trivial reduced masks of dimension l, we

thus have for the full recombination term in equation (3.69)

lim
N→∞

N
∑
m̃∈Mk

Rm̃(N)
∑
isc

Dm̃,i(x)

= lim
N→∞

N
∑
m̃∈Mk

Rm̃(N)Dm̃∗s,〈is,•〉(x̃)

= lim
N→∞

N
∑
m∈Ml

Rm(N)Dm,〈is,•〉(x̃), (3.76)

75



3 Generalisations of the recombinational Wright–Fisher model

wherein the recombination rate Rm associated to m ∈Ml reflects that the reduced
mask m may originate from different masks m̃ ∈Mk, thus

Rm :=
∑

{m̃∈Mk|m̃∗s=m}

Rm̃ for m ∈Ml. (3.77)

If a mask m̃ is reduced into the trivial mask, the corresponding term does not appear
in the sum as then Dm̃∗s,〈is,•〉 in accordance with the above considerations vanishes.
Ultimately, for the coefficients of the second order derivatives in equation (3.57),

we obtain

ã〈is,•〉,〈js,•〉(x̃) =
∑
k,l

ak,l(x)δisksδ
js
ls

=
∑
k,l

xk(δkl − xl)δisksδ
js
ls

= x̃〈is,•〉
(
δisjs − x̃

〈js,•〉
)
. (3.78)

Altogether, the adapted version of theorem 3.5 then reads:

3.6 Corollary. For k, n ≥ 2, l ∈ {1, . . . , k−1} and a schema class s of length k and
order l, the diffusion approximation of a k-loci n-allelic Wright–Fisher model encom-
passing a fitness scheme α = (α〈is,•〉) ∈ Rnl and recombination governed by recombina-
tion masks m̃ ∈Mk with corresponding recombination rate Rm̃ may be described by the
Kolmogorov backward equation for its transition probability density f : (∆nl−1)∞ −→
[0, 1] of its schemata configuration x = (x〈1...11s,•〉, . . . , x〈1...nn−1s,•〉) ∈ ∆nl−1 being

∂

∂t
f(x, t) = 1

4
∑

is,js 6=(n,...,n)

x〈is,•〉
(
δisjs − x

〈js,•〉
) ∂2

∂x〈is,•〉∂x〈js,•〉
f(x, t)

+
∑

is 6=(n,...,n)

(α〈is,•〉(x)− ᾱ(x))x〈is,•〉 ∂

∂x〈is,•〉
f(x, t)

+ lim
N→∞

N
∑
m∈Ml

Rm(N)
∑

is 6=(n,...,n)

Dm,〈is,•〉(x̃) ∂

∂x〈is,•〉
f(x, t) (3.79)

with is = is1 . . . isl, js = js1 . . . jsl , Rm =
∑
{m̃∈Mk|m̃∗s=m}Rm̃ and (x, t) ∈ (∆nl−1)∞.
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3.5 The geometry of linkage equilibrium states

3.5 The geometry of linkage equilibrium states
Returning to the Ohta–Kimura formula (2.1), we may put D = 0, yielding

(aij(p, q, 0)) = 1
4

p(1− p) 0 0
0 q(1− q) 0
0 0 p(p− 1)q(q − 1)

 (3.80)

with (p, q, 0) ∈ Ω(p,q,0) =
{

(p, q, 0) ∈ R2 × {0}
∣∣0 < p, q < 1

}
as coefficient matrix of

the second order derivatives and

(aij(p, q, 0)) = 4


1

p(1−p) 0 0
0 1

q(1−q) 0
0 0 1

p(p−1)q(q−1)

 (3.81)

for its inverse (cf. equations (2.13) f.). As described in section 2.2, (aij(p, q,D)) may
be interpreted as a metric (i. e. the Fisher metric of the multinomial distribution)
on Ω(p,q,D): Thus, when dropping the third coordinate D = 0, (aij(p, q, 0)) turns
into a product metric (cf. definition 3.7 below) on ∆1 × ∆1, in which each factor
∆1 is equipped with the (inverse) metric g(x) = 1

4x(1− x), x ∈ ∆1 – corresponding
(up to the prefactor) to the standard metric of the 1-dimensional sphere S1

+ ⊂ R2
+

(cf. section 2.2.3). Hence, the state space Ω(p,q,0) resp. a corresponding restriction
of ∆3 of the diffusion approximation of the two-loci two-allelic recombinational
Wright–Fisher model in linkage equilibrium (cf. p. 23) equipped with the Fisher
metric of the multinomial distribution (cf. lemma 2.7) carries (independently of the
chosen coordinate representation) the geometrical structure of

S1
+ × S1

+ ⊂ S3
+, (3.82)

which is known as the Clifford Torus (after William K. Clifford, who in [8] first
described S1 × S1 as a closed, (locally) Euclidean surface embedded in an elliptic
3-space (cf. [28], p. 373)).

We wish to extend this observation to more general Wright–Fisher models as
presented previously in this chapter. First, we give a definition of the product metric
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3 Generalisations of the recombinational Wright–Fisher model

(cf. [9], p. 42):

3.7 Definition. Let (M1, g1) and (M2, g2) be Riemannian manifolds and consider
the Cartesian product M1 ×M2; let π1 : M1 ×M2 −→M1 and π2 : M1 ×M2 −→M2

be the natural projections. Then the product metric g1× g2 on M1×M2 is defined as

(g1× g2)(u, v)(p,q) = g1
(
dπ1(p, q)(u), dπ1(p, q)(v)

)
p

+ g2
(
dπ2(p, q)(u), dπ2(p, q)(v)

)
q

for all (p, q) ∈M1 ×M2, u, v ∈ T(p,q)(M1 ×M2) (3.83)

with dπ1, dπ2 being the derivatives of the natural projections (cf. [13], p. 6).

The following lemma may be checked directly:

3.8 Lemma. Let (M1, g1) and (M2, g2) be Riemannian manifolds and let g1 × g2 as
in definition 3.7. Then (M1 ×M2, g1 × g2) is a Riemannian manifold.

Taking the representation in local coordinates of the metrics, i. e. (g1ij(x1))i,j=1,...,n

with x1 = (x1
1, . . . , x

n
1 ) and (g2kl(x2))k,l=n+1,...,n+m with x2 = (xn+1

2 , . . . , xn+m
2 ), equa-

tion (3.83) turns into

(
(g1 × g2)rs

)
r,s=1,...,m =

 (g1ij(x1))i,j=1,...,n 0n,m

0m,n (g2kl(x2))k,l=n+1,...,n+m

 (3.84)

with 0n,m being the n×m null matrix. For the inverse metric, we correspondingly
obtain

(
(g1 × g2)rs

)
r,s=1,...,m =

 (g1
ij(x1))i,j=1,...,n 0n,m

0m,n (g2
kl(x2))k,l=n+1,...,n+m

 (3.85)

as for a block matrix M =
(
A B
C D

)
like

(
(g1 × g2)rs

)
r,s=1,...,m, we have

M−1 =
(
A−1 + A−1B(M/A)−1CA−1 −A−1B(M/A)−1

−(M/A)−1CA−1 (M/A)−1

)
(3.86)
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with (M/A)−1 := (D − CA−1B)−1 being the Schur complement of A in M (cf. [34],
pp. 17 f.). Clearly, these considerations extend straightforwardly to product metrics
with more than two factors.

3.5.1 Linkage equilibria in two-loci multi-allelic models

In order to generalise the above observations, we first need to extend the notion of
linkage equilibrium to more advanced models. Generally, ‘linkage’ between certain
loci (or sets of loci) relates to the fact that the allelic configuration at the one locus
resp. loci set affects/determines the allelic configuration at the other locus resp.
loci set (cf. also p. 20), i. e. in the two-loci 2-allelic model, each allele at the one
locus is ‘linked’ with both other alleles at the other locus. However, as the allele
frequencies at each locus actually form a 1-dimensional space, for a given allele only
one parameter suffices to describe the degree of linkage disequilibrium with respect
to both other alleles at the other locus as well as both relations for the other allele
at the same locus. Hence, only one parameter is sufficient to describe 2 · 2 linkage
relations; this fact is algebraicly expressed in equation (3.38).
With n ≥ 3 alleles and two loci (cf. also section 3.2), we have n · n linkage

relations, which – as the allele frequencies at each locus form an (n− 1)-dimensional
space – effectively reduces to (n− 1)2 linkage relations, which are correspondingly
expressed by (n − 1)2 coefficients of linkage disequilibrium Dij, i, j = 1, . . . , n − 1
defined in equation (3.36). If all these coefficients vanish, the population is defined
to be in linkage equilibrium, signifying that each allele at the one locus is in linkage
equilibrium with all other alleles at the other locus and conversely.

To determine the geometrical structure of the two-loci model in linkage equilibrium,
the corresponding state space ∆n2−1 (cf. equation (3.34)) needs to be transformed
appropriately, i. e. with all Dij appearing as coordinate. This may be achieved by
transforming into the alternative coordinates (x•, D) = (x•, D)i,j=1,...,n−1 comprising
2n− 2 allele frequencies xi• and x•j and all coefficients of linkage disequilibrium Dij

(cf. section 3.2.2). This implies

∂xi•

∂xkl
= δik,

∂x•j

∂xkl
= δjl ,

∂Dij

∂xkl
= −δikδil + δikx

•j + xi•δjl (3.87)
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for i, j 6= n and (k, l) 6= (n, n), and transforming the (inverse) metric given by the
coefficients of the second order derivatives of the corresponding Kolmogorov equa-
tion (3.41), i. e. (aij,kl(x)) =

(
xij(δijkl − xkl)

)
, accordingly yields

ax
i•,x•l(x•, D) =

∑
m,n

∑
r,s

xmn(δmnrs − xrs)
∂xi•

∂xmn
∂x•l

∂xrs

=
∑
n

∑
r

xin(δinrl − xrl)

= xil − xi•x•l = Dil

≡ ax
•l,xi•(x•, D) for i, l = 1, . . . , n− 1 (3.88)

(with the last equality being due to the undirectedness of linkage) and similarly

ax
i•,xk•(x•, D) = xi•(δik − xk•) for i, k = 1, . . . , n− 1, (3.89)

ax
•j ,x•l(x•, D) = x•j(δjl − x•l) for j, l = 1, . . . , n− 1. (3.90)

For the further components of the metric, we have

ax
i•,Dkl(x•, D) =

∑
m,n

∑
r,s

xmn(δmnrs − xrs)
∂xi•

∂xmn
∂Dkl

∂xrs

=
∑
n

xin
(
− (δinkl − xkl) +

∑
r

(δinrl − xrl)xk• +
∑
s

(δinks − xks)x•l
)

= −δikDkl + xi•Dkl + xk•Dil (3.91)

≡ aD
kl,xi•(x•, D) for i, k, l = 1, . . . , n− 1

and analogously

ax
•j ,Dkl(x•, D) ≡ aD

kl,x•j(x•, D) = −δjlDkl + x•jDkl + x•lDkj

for j, k, l = 1, . . . , n− 1, (3.92)

thus these entries also vanish in linkage equilibrium, signifying that the corresponding
coordinate representation of the inverse metric in linkage equilibrium entirely turns
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into a block matrix, i. e.

(a(x•,D)) =


(axi•,xk•) 0n−1,n−1 0n−1,(n−1)2

0n−1,n−1 (ax•j ,x•l) 0n−1,(n−1)2

0(n−1)2,n−1 0(n−1)2,n−1 (aDij ,Dkl)

, (3.93)

with the remaining entries being

aD
ij ,Dkl(x•, D) = (xi• − δik)xk•(x•j − δ

j
l )x•l for i, j, k, l = 1, . . . , n− 1, (3.94)

hence giving the generalisation of the metric representation corresponding to the
Ohta–Kimura formula in linkage equilibrium (cf. equation (3.80)) to an arbitrary
number of alleles.
Moreover, (a(x•,D)(x•, D)) may be inverted in accordance with equation (3.86),

exhibiting the product structure of (a(x•,D)(x•, D)). We thus have:

3.9 Lemma. In linkage equilibrium, for all n ≥ 2 the corresponding restriction of
the state space ∆n2−1 of the diffusion approximation of a two-loci n-allelic Wright–
Fisher model equipped with the Fisher metric of the multinomial distribution is a
(2n− 2)-dimensional manifold and carries the geometric structure of

Sn−1
+ × Sn−1

+ ⊂ S2n−1
+ . (3.95)

3.5.2 Linkage equilibria in three-loci multi-allelic models

Having more than two loci, the situation gets significantly more complicated as
now linkage does not only need to be considered between pairs of loci, but also in
relations of higher order. In particular it needs to be clarified what exactly is to be
understood by the term ‘linkage equilibrium’ in this extended setting. To keep the
calculative effort manageable, we first analyse a three-loci model; in doing so, we
will give a definition of linkage equilibrium in the current setting plus an adaption of
lemma 3.9.
When wishing to analyse the geometry of the corresponding state space ∆n3−1

(cf. equation (3.48) with k = 3) restricted to the – yet to be determined – linkage
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equilibrium states, again we need to transform the state space appropriately, for which
in turn suitable coordinates are required: This may be done somewhat tentatively
by first adapting the coordinate scheme of the two-loci model as far as applicable
and subsequently extending it to also fit the three-loci model.
Hence, analogous to the two-loci model, the configuration at each locus will be

assessed by the corresponding allele frequencies xi1••, x•i2•, x••i3 with i1, i2, i3 =
1, . . . , n− 1, yielding (n− 1)3 coordinates; the coefficients of linkage disequilibrium
Dij are transferred into 3(n− 1)2 coefficients of generalised 2-linkage disequilibrium
Di1i2•

2 , Di1•i3
2 , D•i2i32 , i1, i2, i3 = 1, . . . , n− 1 with

Di1i2•
2 (x) := xi1••x•i2• − xi1i2•,

Di1•i3
2 (x) := xi1••x••i3 − xi1•i3 ,

D•i2i32 (x) := x•i2•x••i3 − x•i2i3 ,

(3.96)

measuring the linkage disequilibrium with respect to any pair of loci (the correspond-
ing twofold interactions are structurally analogous to those of the two-loci model,
giving rise to the notion of ‘generalised 2-linkage’). The structure observed in the
equations (3.96) coincides with those of the coefficients of linkage disequilibrium
for masks Dm,i defined in equation (3.54) resp. (3.58) and (3.75) with the argument
being all schemas of order 2 (cf. section 3.4.1) and the corresponding mask m ∈M2

bisecting the two defined loci of the given schema.
However, (x••, D2) does not yet form a full set of coordinates nor is linkage between

more than two loci (threefold interactions) taken into account. For this reason, we
introduce the coefficients of generalised 3-linkage disequilibrium by extending the
structure (3.96) into

Di1i2i3
3 (x) := xi1••x•i2•x••i3 − xi1i2i3 for i1, i2, i3 = 1, . . . , n− 1, (3.97)

now taking into account all three loci and hence employing the product of all
corresponding allele frequencies, which is no longer related to any mask recombination
event. By adding these (n− 1)3 coefficients as coordinates, (x••, D2, D3) now forms
a complete set of n3 − 1 coordinates, which – as will turn out – renders a suitable
description of the linkage equilibrium.
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Thus, on changing coordinates from (x) to (x••, D2, D3), which implies

∂xi1••

∂xj1j2j3
= δi1j1 ,

∂x•i2•

∂xj1j2j3
= δi2j2 ,

∂x••i3

∂xj1j2j3
= δi3j3 ,

∂Di1i2•
2

∂xj1j2j3
= −δi1j1δ

i2
j2

+ δi1j1x
•i2• + xi1••δi2j2 ,

∂Di1•i3
2

∂xj1j2j3
= −δi1j1δ

i3
j3

+ δi1j1x
••i3 + xi1••δi3j3 ,

∂D•i2i32
∂xj1j2j3

= −δi2j2δ
i3
j3

+ δi2j2x
••i3 + x•i2•δi3j3 ,

∂Di1i2i3
3

∂xj1j2j3
= −δi1j1δ

i2
j2
δi3j3 + δi1j1x

•i2•x••i3 + xi1••δi2j2x
••i3 + xi1••x•i2•δi3j3 ,

we may also transform the (inverse) metric given by the coefficient matrix of the 2nd
order derivatives in the corresponding Kolmogorov equation (3.57), i. e. (aij(x)) =(
xi(δij − xj)

)
with i = i1i2i3 and j = j1j2j3, by which we obtain at first

ax
i1••,x•j2•(x••, D2, D3) = Di1j2•

2 ,

ax
i1••,x••j3 (x••, D2, D3) = Di1•j3

2 , (3.98)

ax
•i2•,x••j3 (x••, D2, D3) = D•i2j32

and

ax
i1••,xj1••(x••, D2, D3) = xi1••(δi1j1 − x

j1••),

ax
•i2•,x•j2•(x••, D2, D3) = x•i2•(δi2j2 − x

•j2•), (3.99)

ax
••i3 ,x••j3 (x••, D2, D3) = x••i3(δi3j3 − x

••j3)

as well as

ax
i1••,D

j1j2•
2 (x••, D2, D3) =

∑
k1,k2,k3

∑
l1,l2,l3

xk1k2k3(δk1k2k3
l1l2l3

− xl1l2l3) ∂xi1••

∂xk1k2k3

∂Dj1j2•
2

∂xl1l2l3

=
∑

k2,k3,l3

xi1k2k3
(
− δi1k2k3

j1j2l3
+ xj1j2l3 +

∑
l2

(δi1k2k3
j1l2l3

− xj1l2l3)x•j2•

+
∑
l1

(δi1k2k3
l1j2l3

− xl1j2l3)xj1••
)

= δi1j1D
j1j2•
2 − xi1••Dj1j2•

2 − xj1••Di1j2•
2 (3.100)

≡ aD
j1j2•
2 ,xi1••(x••, D2, D3)
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3 Generalisations of the recombinational Wright–Fisher model

and analogously

ax
i1••,D

j1•j3
2 (x••, D2, D3) ≡ aD

j1•j3
2 ,xi1••(x••, D2, D3) = δi1j1D

j1•j3
2 − xi1••Dj1•j3

2 − xj1••Di1•j3
2 ,

ax
•i2•,D

j1j2•
2 (x••, D2, D3) ≡ aD

j1j2•
2 ,x•i2•(x••, D2, D3) = δi2j2D

j1j2•
2 − x•i2•Dj1j2•

2 − x•j2•Dj1i2•
2 ,

ax
•i2•,D

•j2j3
2 (x••, D2, D3) ≡ aD

•j2j3
2 ,x•i2•(x••, D2, D3) = δi2j2D

•j2j3
2 − x•i2•D•j2j32 − x•j2•D•i2j32 ,

ax
••i3 ,D

j1•j3
2 (x••, D2, D3) ≡ aD

j1•j3
2 ,x••i3 (x••, D2, D3) = δi3j3D

j1•j3
2 − x••i3Dj1•j3

2 − xj1••Dj1•i3
2 ,

ax
••i3 ,D

•j2j3
2 (x••, D2, D3) ≡ aD

•j2j3
2 ,x••i3 (x••, D2, D3) = δi3j3D

•j2j3
2 − x••i3D•j2j32 − x••j3D•j2i32

(3.101)

with all indices i1, i2, i3, j1, j2, j3 running from 1 to n − 1. This all corresponds to
the results for the two-loci model analysed in the preceding section. Thus again,
when all coefficients of generalised 2-linkage disequilibrium vanish, the coordinate
representation of the inverse metric has (at least partially) the structure of a block
matrix as all components (ax••,D2) vanish and (ax••,x••) is a block matrix itself.

However, this condition (perceivable as linkage equilibrium with respect to all pairs
of loci) does not yet yield a product metric on the corresponding restriction of the
state space as the coordinate representation of the inverse metric is not yet entirely
a block matrix: When calculating the metric components for allele frequencies and
coefficients of generalised 2-linkage disequilibrium – which do not share any defined
locus and hence refer to all three loci e. g. xi1•• and D•j2j32 – these entities do not yet
vanish, rather the coefficients of generalised 3-linkage disequilibrium (in the given
example Di1j2j3

3 ) come in. We have

ax
i1••,D

•j2j3
2 (x••, D2, D3) =

∑
k1,k2,k3

∑
l1,l2,l3

xk1k2k3(δk1k2k3
l1l2l3

− xl1l2l3) ∂xi1••

∂xk1k2k3

∂D•j2j32
∂xl1l2l3

=
∑

k2,k3,l1

xi1k2k3
(
− δi1k2k3

l1j2j3
+ xl1j2j3 +

∑
l2

(δi1k2k3
l1l2j3

− xl1l2j3)x•j2•

+
∑
l3

(δi1k2k3
l1j2l3

− xl1j2l3)x••j3
)

= Di1j2j3
3 − xi1••D•j2j32 − x•j2•Di1•j3

2 − x••j3Di1j2•
2 (3.102)

≡ aD
•j2j3
2 ,xi1••(x••, D2, D3)
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and likewise

ax
•i2•,D

j1•j3
2 (x••, D2, D3) ≡ aD

j1•j3
2 ,x•i2•(x••, D2, D3)

= Dj1i2j3
3 − xj1••D•i2j32 − x•i2•Dj1•j3

2 − x••j3Dj1i2•
2 , (3.103)

ax
••i3 ,D

j1j2•
2 (x••, D2, D3) ≡ aD

j1j2•
2 ,x••i3 (x••, D2, D3)

= Dj1j2i3
3 − xj1••D•j2i32 − x•j2•Dj1•i3

2 − x••i3Dj1j2•
2 . (3.104)

Furthermore, we have

ax
i1••,D

j1j2j3
3 (x••, D2, D3)

=
∑

k1,k2,k3

∑
l1,l2,l3

xk1k2k3(δk1k2k3
l1l2l3

− xl1l2l3) ∂xi1••

∂xk1k2k3

∂Dj1j2j3
3

∂xl1l2l3

=
∑
k2,k3

xi1k2k3
(
− δi1k2k3

j1j2j3
+ xj1j2j3 +

∑
l2,l3

(δi1k2k3
j1l2l3

− xj1l2l3)x•j2•x••j3

+
∑
l1,l3

(δi1k2k3
l1j2l3

− xl1j2l3)xj1••x••j3 +
∑
l1,l2

(δi1k2k3
l1l2j3

− xl1l2j3)xj1••x•j2•
)

= (δi1j1 − x
i1••)Dj1j2j3

3 − xj1••(x•j2•Di1•j2
2 − x••j3Di1j2•

2 )

≡ aD
j1j2j3
3 ,xi1••(x••, D2, D3)

(3.105)

and analogously

ax
•i2•,D

j1j2j3
3 (x••, D2, D3) ≡ aD

j1j2j3
3 ,x•i2•(x••, D2, D3)

= (δi2j2 − x
•i2•)Dj1j2j3

3 − x•j2•(xj1••D•i2j22 − x••j3Dj1i2•
2 ),
(3.106)

ax
••i3 ,D

j1j2j3
3 (x••, D2, D3) ≡ aD

j1j2j3
3 ,x••i3 (x••, D2, D3)

= (δi3j3 − x
••i3)Dj1j2j3

3 − x••j3(xj1••D•j2i32 − x•j2•Dj1•i3
2 ).
(3.107)

Thus, the linkage equilibrium with respect to all three loci is defined to be a state
where all coefficients of generalised 2-linkage and generalised 3-linkage disequilibrium
vanish, i. e. both all twofold and all threefold linkage interactions between the loci
are in equilibrium. Consequently, we then have for the coordinate representation of
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3 Generalisations of the recombinational Wright–Fisher model

the inverse metric

(a(x••,D2,D3)) =


(ax••,x••) 0n−1,(n−1)2 0n−1,(n−1)3

0(n−1)2,n−1 (aD2,D2) (aD2,D3)

0(n−1)3,n−1 (aD3,D2) (aD3,D3)

 (3.108)

with (ax••,x••) being a block matrix itself, i. e.

(ax••,x••) =


(axi1••,xj1••) 0n−1,n−1 0n−1,n−1

0n−1,n−1 (ax•i2•,x•j2•) 0n−1,n−1

0n−1,n−1 0n−1,n−1 (ax••i3 ,x••j3 )

, (3.109)

and the remaining entries (aD2,D2) equalling

aD
i1i2•
2 ,D

j1j2•
2 (x••, D2, D3) = (xi1•• − δi1j1)xj1••(x•i2• − δi2j2)x•j2•,

aD
i1•i3
2 ,D

j1•j3
2 (x••, D2, D3) = (xi1•• − δi1j1)xj1••(x••i3 − δi3j3)x••j3 , (3.110)

aD
•i2i3
2 ,D

•j2j3
2 (x••, D2, D3) = (x•i2• − δi2j2)x•j2•(x••i3 − δi3j3)x••j3

as well as

aD
i1i2•
2 ,D

j1•j3
2 (x••, D2, D3) ≡ aD

j1•j3
2 ,D

i1i2•
2 (x••, D2, D3)

= −δi1j1D
i1i2i3
3 + xi1••Dj1i2j3

3 + xj1••Di1i2j3
3 , (3.111)

aD
i1i2•
2 ,D

•j2j3
2 (x••, D2, D3) ≡ aD

•j2j3
2 ,D

i1i2•
2 (x••, D2, D3)

= −δi2j2D
i1i2i3
3 + x•i2•Di1j2j3

3 + x•j2•Di1i2i3
3 , (3.112)

aD
i1•i3
2 ,D

•j2j3
2 (x••, D2, D3) ≡ aD

•j2j3
2 ,D

i1•i3
2 (x••, D2, D3)

= −δi3j3D
i1i2i3
3 + x••i3Di1i2j3

3 + x••j3Di1i2i3
3 (3.113)

and (aD3,D2) resp. (aD2,D3) being

aD
i1i2i3
3 ,D

•j2j3
2 (x••, D2, D3) ≡ aD

•j2j3
2 ,D

i1i2i3
3 (x••, D2, D3)

= xi1••(x•i2• − δi2j2)x•j2•(x••i3 − δi3j3)x••j3 , (3.114)
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aD
i1i2i3
3 ,D

j1•j3
2 (x••, D2, D3) ≡ aD

j1•j3
2 ,D

i1i2i3
3 (x••, D2, D3)

= (xi1•• − δi1j1)xj1••x•i2•(x••i3 − δi3j3)x••j3 , (3.115)

aD
i1i2i3
3 ,D

j1j2•
2 (x••, D2, D3) ≡ aD

j1j2•
2 ,D

i1i2i3
3 (x••, D2, D3)

= (xi1•• − δi1j1)xj1••(x•i2• − δi2j2)x•j2•x••i3 (3.116)

and eventually (aD3,D3) equalling

aD
i1i2i3
3 ,D

j1j2j3
3 (x••, D2, D3)

=



xi1••xj1••x•i2•x•j2•x••i3x••j3

xi1••xj1••x•i2•x•j2•x••i3x••j3
(
2− 1

δ
i1
j1
xj1••+δi2j2x

•j2•+δi3j3x
••j3

)
xi1••xj1••x•i2•x•j2•x••i3x••j3

(
2− xi1•• + x•i2•

xi1••x•i2•
δi1i2j1j2

− xi1•• + x••i3

xi1••x••i3
δi1i3j1j3
− x•i2• + x••i3

x•i2•x••i3
δi2i3j2j3

)
(3.117)

if either none, one or two of the indices i1, i2, i3 and j1, j2, j3 coincide resp.

aD
i1i2i3
3 ,D

i1i2i3
3 (x••, D2, D3)

= xi1••x•i2•x••i3(1− xi1••x•i2• − x•i2•x••i3 − xi1••x••i3 + 2xi1••x•i2•x••i3) (3.118)

if all three indices coincide.
Thus, the block matrix (a(x••,D2,D3)) may be inverted in accordance with equa-

tion (3.86), demonstrating the product structure of (a(x••,D2,D3)), and we consequently
obtain for the three-loci model transferring the assertion of lemma 3.9:

3.10 Lemma. In linkage equilibrium, for all n ≥ 2 the corresponding restriction
of the state space ∆n3−1 of the diffusion approximation of a 3-loci n-allelic Wright–
Fisher model equipped with the Fisher metric of the multinomial distribution is a
(3n− 3)-dimensional manifold and carries the geometric structure of

Sn−1
+ × Sn−1

+ × Sn−1
+ ⊂ S3n−1

+ . (3.119)
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3.5.3 Outlook and further considerations

It appears plausible that also general models with an arbitrary number of loci and
alleles feature a product structure in linkage equilibrium when equipped with their
Fisher metric. Clearly, the presented definition of linkage equilibrium in the context
of three loci (cf. p. 85) may be extended to any number of loci via defining suitable
coefficients of linkage disequilibrium with respect to any tuple of loci. This may
be achieved by pursuing the forms (3.96) and (3.97): For a model with k ≥ 2 loci
and n ≥ 2 alleles at each locus, we introduce the coefficients of generalised l-linkage
disequilibrium for 2 ≤ l ≤ k by putting

D
〈ij1 ,...,ijl ,•〉
l (x) :=

l∏
m=1

x〈ijm ,•〉 − x〈ij1 ,...,ijl ,•〉 (3.120)

for ij1 , . . . , ijl = 1, . . . , n− 1 and every subset {j1, . . . , jl} ⊂ {1 . . . , k} with jr 6= js

for r 6= s, measuring the l-fold linkage interactions for every subset of l loci.
Taking the

(
n
l

)
(n − 1)l coefficients of generalised l-linkage disequilibrium, l =

2, . . . , k plus the nk − 1 gamete frequencies as coordinates yields a full alternative
description of the k(n− 1)-dimensional model as we have

k∑
l=1

(
k

l

)
(n− 1)l = (n− 1 + 1)k − 1 = (n− 1)k − 1. (3.121)

It may be added that – in accordance with the given scheme – we may also formulate
coefficients of generalised 1-linkage disequilibrium

D
〈ij1 ,•〉
l (x) :=

1∏
m=1

x〈ijm ,•〉 − x〈ij1 ,•〉 ≡ 0 for all ij1 = 1, . . . , n with j1 ∈ {1, . . . , k},

(3.122)

which though provide no information about the state of the model as each locus is
trivially in (full) linkage equilibrium with itself. Instead, the allele frequencies are
used as non-interaction coordinates.
Correspondingly to the three-loci case, we may then define the model to be in

linkage equilibrium if for all l the coefficients of generalised l-linkage disequilibrium
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vanish and conjecture that the corresponding restriction of the state space ∆nk−1

when equipped with the Fisher metric of the multinomial distribution carries the
geometrical structure of

Sn−1
+ × . . .× Sn−1

+︸ ︷︷ ︸
k

⊂ Skn−1
+ . (3.123)

To prove this, however, in the light of the bulkiness of the calculations involved,
one may strive for more advanced tools; potentially a perception of the coefficients
of generalised l-linkage disequilibrium as coefficients of l-tuple interactions and the
corresponding stages of linkage equilibria as a hierarchical foliation of the state space
as presented in [3] might be helpful.

Other interesting observations in this context include the following: All consid-
erations with respect to linkage equilibria actually do not take into account the
recombinational structure of the model (if present at all) as the calculations only
relate to the diffusion coefficients of the corresponding Kolmogorov equations of the
diffusion approximation of the model – which are, as has been shown previously,
independent of recombination. Without recombination, however, the assignment of
alleles to loci becomes effectless as a k-loci n-allelic model and a (1-locus) nk-allelic
model may be identified.

Conversely, this signifies that – as soon as any loci structure comes in – the concept
of linkage between different loci or subsets of loci generates the question of linkage
equilibria, which themselves directly relate to the concept of recombination via the
common structure of coefficients of linkage disequilibrium. Moreover, the formulation
of these coefficients also directly implies the concept of coarse-graining and schemata
as introduced in section 3.4.
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4 Analytic aspects of the diffusion
approximation of the 1-dimensional
Wright–Fisher model

Having dealt with various generalisations of recombinational Wright–Fisher models
in chapter 3, we now wish to solve the corresponding Kolmogorov equations, i. e.
determine the associated dynamics and check whether this provides a complete and
valid description of the behaviour of the corresponding model. Finding such a solution
analytically, however, can prove to be quite challenging. For this reason, additional
features of the models like recombination, mutation or natural selection will not
be considered in the remainder, nor any coarse-graining. Without recombination,
the assignment of alleles to a certain locus is no longer significant, and hence any
Wright–Fisher model may be interpreted as a 1-locus model with a corresponding
number of alleles. As a result, we will start our analysis with the simplest case of a
1-locus 2-allelic haploid model.

4.1 The Kolmogorov forward equation
To state the problem, we return to the setting of proposition 2.9. Setting the number
of loci at 1 and changing the notation into the form u : (∆1)∞ −→ R for the solution
and f : ∆1 −→ R for the separately stated initial condition for t = 0 thus yields as
the Kolmogorov forward equation (cf. section 2.4.1) for the diffusion approximation
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of the 1-locus 2-allelic Wright–Fisher model1 ∂
∂t
u(x, t) = 1

2
∂2

(∂x)2

(
x(1− x)u(x, t)

)
in (∆1)∞ = (0, 1)× (0,∞)

u(x, 0) = f(x) in ∆1, f ∈ L2(∆1)
(4.1)

with the regularity requirement u( · , t) ∈ C2(∆1) for each fixed t > 0 and u(x, · ) ∈
C1((0,∞)) for each fixed x ∈ ∆1.
Subsequently, we will aim at finding a solution of the given Kolmogorov forward

equation and develop a presumably complete solution scheme – from which we
will advance to an analogous treatment of the corresponding Kolmogorov backward
equation in section 4.2.

4.1.1 The solution scheme by M. Kimura

An explicit solution of the above Kolmogorov forward equation (4.1) was already
provided by M. Kimura in [16]. In the following, we will put Kimura’s solution
strategy into perspective and analyse the obtained solution with special regard to its
interaction with the boundary of the given domain as this will turn out to be a key
point for our subsequent analysis.

In solving the given problem, Kimura uses a separation ansatz u(x, t) = v(x)w(t),
converting the first line of equation (4.1) into

v(x) ∂
∂t
w(t) = 1

2w(t) ∂2

(∂x)2
(
x(1− x)v(x)

)
⇒ 1

w

∂

∂t
w(t) = 1

2v
∂2

(∂x)2
(
x(1− x)v(x)

)
=: −λ (4.2)

with λ ≥ 0 as we have

0 ≤
1∫

0

(
∂

∂x

(
x(1− x)v(x)

))2

dx = −
1∫

0

x(1− x)v(x) ∂2

(∂x)2
(
x(1− x)v(x)

)
dx

1Since a haploid model is sufficient for the intended setting without recombination, the correspond-
ing equation lacks a factor 1

2 when compared to those from the diploid model in proposition 2.9.
This applies to all further considerations and will not be stated separately.
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= λ

2

1∫
0

x(1− x)v2(x)︸ ︷︷ ︸
≥0

dx (4.3)

for v ∈ C2(∆1).
The problem then reduces to finding solutions of ∂

∂t
w = −λw, which is easily done

by putting w(t) := w(0)e−λt, and of

1
2

∂2

(∂x)2
(
x(1− x)v

)
= −λv(x), x ∈ ∆1. (4.4)

We already note that no boundary values on ∂∆1 = {0, 1} need to be stated for
the differential equation (4.4) as the solution finds those itself (this observation will
become even more relevant in our analysis of the corresponding higher-dimensional
problem in chapter 5).
Expanding equation (4.4) further into

x(1− x) ∂2

(∂x)2v(x) + 2(1− 2x) ∂
∂x
v(x) + (2λ− 2)v(x) = 0, x ∈ ∆1 (4.5)

and substituting z = 1− 2x yields

(1− z2) ∂2

(∂z)2 ṽ(z)− 4z ∂
∂z
ṽ(z) + (2λ− 2)ṽ(z) = 0, z ∈ (−1, 1) (4.6)

with ṽ(z(x)) = v(x) (cf. [16]). A generalised form of this equation is known as the
Gegenbauer differential equation

(1− z2) ∂2

(∂z)2X(z)− (2α + 1)z ∂
∂z
X(z) + n(n+ 2α)X(z) = 0 for z ∈ R (4.7)

with n ∈ N2 and α ∈ R. Its solutions are the Gegenbauer polynomials Cα
n (z), which

are for example given by the recurrence relation

nCα
n (z) = 2(n+ α− 1)zCα

n−1(z)− (n+ 2α− 2)Cα
n−2(z), n ≥ 2 (4.8)

2Throughout this work, we usually assume N ≡ N0 = {0, 1, 2, . . . } and N+ = N \ {0}.
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and Cα
0 (z) = 1 and Cα

1 (z) = 2αz.
The Gegenbauer polynomials obey an orthogonality relation w. r. t. the product

〈 · , · 〉α =
+1∫
−1

(1− z2)α− 1
2 dz

〈
Cα
n , C

α
m

〉
α

= δmn c
α
n (4.9)

with cαn = 21−2απ Γ(n+2α)
(n+α)Γ2(α)Γ(n+1) .

In order to fit them to the given problem, we have α = 3
2 and 2λ− 2 = n(n+ 3),

therefore one puts

λn := (n+ 1)(n+ 2)
2 , n ∈ N. (4.10)

The product then takes the form 〈 · , · 〉 3
2

=
+1∫
−1

(1 − z2) dz with the orthogonality

relation being

〈
C

3
2
n , C

3
2
m

〉
3
2

= δmn
4λn

2n+ 3 (4.11)

as Γ(3
2) =

√
π

2 and consequently c
3
2
n = (n+2)!

(n+ 3
2 )n! = 2(n+1)(n+2)

2n+3 = 4λn
2n+3 .

Transforming back to the x coordinate, C
3
2
n (1−2x), n ∈ N are obtained as solutions

of the eigenvalue equation (4.4) and hence

C
3
2
n (1− 2x)e−λnt, n ∈ N (4.12)

as solutions of the differential equation in (4.1).
In order to also fulfil the initial condition, one may use that the linear combinations

of the Gegenbauer polynomials C
3
2
n (z), n ∈ N are dense in C∞([−1, 1]) (cf. the Stone–

Weierstrass theorem in [1], p. 88) and consequently also in L2(−1, 1), for which
reason the initial condition f(x) – after transforming it into f̃(z) with f(x) = f̃(z(x))
– may be decomposed in terms of these polynomials, i. e.

f̃(z) =
∑
n∈N

αnC
3
2
n (z) with αn = 1

cn
〈f̃ , C

3
2
n 〉 3

2
= 2n+ 3

4λn
〈f̃ , C

3
2
n 〉 3

2
(4.13)
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4.1 The Kolmogorov forward equation

and consequently

u(x, t) :=
∑
n∈N

2n+ 3
4λn

〈f̃ , C
3
2
n 〉 3

2
C

3
2
n (1− 2x)e−λnt, (x, t) ∈ (∆1)∞ (4.14)

is obtained. Thus, for any given data (i. e. any initial condition), there exists an
(explicit) solution of equation (4.1). Moreover, this solution also is the unique solution
as will be shown in lemma 4.2 below.
In the special case f(x) = δp(x) for some p ∈ ∆1, thus f̃(z) = δr(z) with

r := 1− 2p ∈ (−1, 1), one gets

〈f̃ , C
3
2
n 〉 3

2
=

+1∫
−1

(1− z2)C
3
2
n (z)δr(z) dz = (1− r2)C

3
2
n (r) (4.15)

and continuing

f̃(z) =
∑
n∈N

2n+ 3
4λn

(1− r2)C
3
2
n (r)C

3
2
n (z), (4.16)

thus

u(x, t) :=
∑
n∈N

2n+ 3
4λn

(1− r2)C
3
2
n (r)C

3
2
n (1− 2x)e−λnt, (x, t) ∈ (∆1)∞ (4.17)

as a solution of the original problem (4.1) with initial condition f = δp (cf. [16]).

4.1.2 Properties of Kimura’s solution

Concerning the regularity of the obtained solution, we have:

4.1 Lemma. The solution given in equation (4.14) continuously extends to the
boundary and is of class C∞ with respect to x ∈ ∆1 for t > 0.

Proof. Clearly, all Gegenbauer polynomials (and all their derivatives) continuously
extend to the boundary, and furthermore, we have∥∥∥∥ ∂k∂xkC 3

2
n (1− 2x)

∥∥∥∥
C0(∆1)

≤ λk+1
n for k, n ≥ 0 (4.18)
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4 Analytic aspects of the diffusion approximation of the 1-dim. Wright–Fisher model

and also ∥∥∥(1− z2)C
3
2
n (z)

∥∥∥
L2(∆1)

≤
√
λn for n ≥ 0. (4.19)

Thus consequently for arbitrary k ≥ 0, we obtain∥∥∥∥∑
n∈N

2n+ 3
4λn

〈f̃ , C
3
2
n 〉 3

2

∂k

∂xk
C

3
2
n (1− 2x)e−λnt

∥∥∥∥
C0(∆1)

≤ ‖f‖L2(∆1)
∑
n∈N

λ
k+ 3

2
n e−λnt ≤ ‖f‖L2(∆1)

∞∫
0

xk+ 3
2 e−xtdx <∞ for t > 0, (4.20)

meaning that the series and all its derivatives converge uniformly on ∆1. Analogously,
one may prove that the solution also is of class C∞ with respect to t ∈ (0, 1).

Moreover, it may be shown that the solution found in equation (4.14) actually
(uniquely) solves the given problem:

4.2 Lemma. For a given initial condition f ∈ L2(∆1), Kimura’s solution (cf.
equation (4.14)) is the unique solution of the Kolmogorov forward equation (4.1)
in ∆1 within the class of solutions which are square-integrable with respect to x for
every t ≥ 0.

Proof. As we have uniform convergence in the spatial variable, we may differentiate
the series term by term with respect to x; for t, uniform convergence of the termwise
differentiated series may be shown similarly as for x. Hence, the series fulfils
equation (4.1) as all summands do so by construction.

Furthermore, the property of matching the initial condition f follows directly from
the decomposition of f in terms of the Gegenbauer polynomials (which coincides
with the corresponding decomposition of u( · , 0) by definition). Since the linear span
of the Gegenbauer polynomials is dense in L2([−1, 1]), the equality

〈
ũ( · , 0), C

3
2
n

〉
3
2

=〈
f̃ , C

3
2
n

〉
3
2
for all n ∈ N already implies ũ( · , 0) = f̃ and hence u( · , 0) = f .

To show the uniqueness, assume that u′ : (∆1)∞ −→ R with u′( · , t) ∈ L2(∆1)
for all t ∈ [0,∞) is another solution of equation (4.1). As the linear span of the
Gegenbauer polynomials is dense in L2, we may thus for all t ≥ 0 decompose u′( · , t)
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4.1 The Kolmogorov forward equation

as

u′(x, t) :=
∑
n∈N

2n+ 3
4λn

〈ũ′(z, t), C
3
2
n (z)〉 3

2
C

3
2
n (1− 2x), x ∈ ∆1. (4.21)

The property of u′ of solving equation (4.1) then implies

∂

∂t
〈ũ′(z, t), C

3
2
n (z)〉 3

2
= −λn〈ũ′(z, t), C

3
2
n (z)〉 3

2
, t > 0 (4.22)

for all n ∈ N, yielding

〈ũ′(z, t), C
3
2
n (z)〉 3

2
= e−λnt〈ũ′(z, 0), C

3
2
n (z)〉 3

2
= e−λnt〈f̃ , C

3
2
n 〉 3

2
(4.23)

as u′ also fulfils the initial condition. Consequently, u′ already agrees with u.

4.3 Remark. In accordance with standard PDE theory (cf. e. g. [14]), any solution
u′ : (∆1)∞ −→ R of the Kolmogorov forward equation (4.1) is sufficiently regular, in
particular u′( · , t) ∈ L2(∆1) for every t ≥ 0. Hence, we may just say that Kimura’s
solution (4.14) is the unique solution of equation (4.1).

4.1.3 Moments and an extension scheme to the boundary

Due to the degeneracy of the differential operator at the boundary, i. e. its lack
of uniform ellipticity when approaching the boundary, we cannot prescribe any
boundary values (in the classical sense), as already stated. Instead, a solution finds
boundary values itself as it extends continuously to the boundary (lemma 4.1).
Hence, – starting at some p in the interior ∆1 – we first have u(0) = u(1) = 0

for u as in equation (4.14), while at the course of time both boundary values become
positive. For t approaching infinity, the solution vanishes everywhere, including at
the boundary. This is of course not the kind of behaviour that one would expect
– calculations with the underlying discrete model suggest that the total number
of individuals (and the expectation value of the gametic configuration) should be
preserved. In particular, we see some accumulation at the boundary (i. e. in the
stages of homozygosity) for t → ∞ in the discrete model, which should also be
reflected in the continuous model.
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4 Analytic aspects of the diffusion approximation of the 1-dim. Wright–Fisher model

More generally, this leads us to a discussion of the moments of the distribution,
both in the discrete and in the continuous case (with the numbers of individuals in
the discrete case corresponding to the total probability mass of the distribution, i. e.
the zeroth moment) and their mutual relation. In [16], Kimura also tackled the issue
of moments of the distribution; the following considerations are based on his work.
Thus, if we denote the discrete process with N individuals by (C(t))t∈N (cf. also

section 2.3.3), for its moments

mk(t) := E
(
C(t)k

)
, k, t ∈ N, (4.24)

we then have

E
(
C(t+ 1)k

∣∣C(t)
)

= E
(
(C(t) + δC)k

∣∣C(t)
)

= C(t)k +
k∑
l=1

(
k

l

)
C(t)k−l E1

(
(δC)l|C(t)

)
. (4.25)

Using E1(δC|C(t)) = 0, E1((δC)2|C(t)) = 1
N
C(t)(1−C(t)), E1((δC)l|C(t)) ∈ O(N−2)

for l ≥ 3 (cf. also equations (2.53)–(2.55) accordingly for a haploid model and with
R = 0), this yields

mk(t+ 1)−mk(t) = E
(

E
(
C(t+ 1)k

∣∣C(t)
)
− C(t)k

)
= −k(k − 1)

2N

(
E
(
C(t)k

)
− E

(
C(t)k−1))+O(N−2)χ{k≥3},

(4.26)

describing the (expected) incremental change of the moments within 1 time step for
k ≥ 1, whereas m0(t) ≡ 1. In particular, the expectation value is thus preserved as
is the total number of individuals.

Turning our attention to the diffusion limit process (X(t))t∈R+ , we of course wish
to obtain a corresponding description. In order to do so, the natural assumption on
the diffusion approximation would be that the moments of the limit process coincide
with the limits of the moments of the (suitably time-rescaled) discrete processes
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4.1 The Kolmogorov forward equation

(ĈN(tN))tN∈NN−1 (cf. section 2.4), i. e.

lim
N→∞

E(ĈN(tN)k) = E(X(t)k) (4.27)

for k ∈ N, t ∈ R+ and (tN)N∈N such that tN → t as N →∞.3

Stipulating equation (4.27) and formally defining

µ̄k(t) := E(X(t)k), k ∈ N, t ≥ 0, (4.28)

for the moments of the limit process, then equation (4.26) – after replacing t by
NtN with tN ∈ NN−1 for N ∈ N such that tN → t for some t ∈ R+ as N →∞ and
dividing by δt = 1

N
– for N →∞ turns into a differential equation for the moments

µ̄k(t)

∂

∂t
µ̄k(t) = −k(k − 1)

2

(
µ̄k(t)− µ̄k−1(t)

)
for k ≥ 1, t > 0, (4.29)

the moments evolution equation (cf. [16], p. 145). Here, again the expectation value is
preserved as is the total mass, which may additionally be formulated as ∂

∂t
µ̄0(t) ≡ 0.

To proceed, we may now choose a different approach than Kimura in [16] and
rather pose the question of how the obtained solution (cf. u in equation (4.14)) can
be related to the moments evolution equation, in particular how the moments µ̄k(t)
may be formulated in terms of the solution.
Preliminarily, one would consider∫ 1

0
u(x, t)xk dx, k ∈ N, t ≥ 0 (4.30)

for µ̄k(t), which – however – does not fulfil the conditions stated and hence may
not be interpreted as limit of the moments of the discrete processes mk(t). This is
rooted in their definition in equation (4.24), which also involves configurations of
C(t) where an allele frequency may be zero; in the diffusion limit, this corresponds

3This is effectively a stronger condition than the one in equation (2.78) since the expression does
not involve any contribution of the boundary ∂∆ 1

N
, i. e. limN→∞N E 1

N

(
δĈN |∂∆ 1

N

∣∣ĈN (tN ) =
cN

)
= 0 for cN ∈ ∆ 1

N
.
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4 Analytic aspects of the diffusion approximation of the 1-dim. Wright–Fisher model

to the boundary ∂∆1 of the state space of the continuous process ∆1. For this
reason, the definition of µ̄k(t) should likewise account for the boundary by extending
expression (4.30) in an appropriate way.

Kimura instead solved the moments evolution equation (4.29) explicitly in [16] and
was able to construct values u0 on ∂∆1 from this solution, which were interpreted
as probabilities for the process to have reached {0} resp. {1}. Thus, in terms of
the probability density function of the process, these values may be viewed as point
masses on the boundary. Explicitly, Kimura obtained (cf. [16], p. 146)

u0(0, t) = p− 1
2
∑
n∈N

2n+ 3
4λn

(1− r2)C
3
2
n (r)e−λnt (4.31)

and

u0(1, t) = 1− p− 1
2
∑
n∈N

(−1)n2n+ 3
4λn

(1− r2)C
3
2
n (r)e−λnt (4.32)

as boundary probabilities.
Our further analysis reveals that these values directly show some strong connection

to the solution given; indeed, we may formulate them in terms of the solution u, i. e.
more precisely in terms of the (outward normal) flux G⊥u of the continuous extension
of the solution to the boundary. Generally, the flux Gu : (∆1)∞ −→ R of a solution
u : (∆1)∞ −→ R of equation (4.1) is defined such that the continuity equation

∂

∂t
u(x, t) = − ∂

∂x
Gu(x, t), (x, t) ∈ (∆1)∞. (4.33)

is satisfied. Since u satisfies ∂
∂t
u(x, t) = 1

2
∂2

(∂x)2

(
x(1− x)u(x, t)

)
, we thus have

Gu(x, t) = −1
2
∂

∂x

(
x(1− x)u(x, t)

)
, (x, t) ∈

(
∆1
)
∞. (4.34)

This concept naturally extends also to the boundary ∂∆1 = {0, 1} if u is extendable
there with the extension being of class C2 with respect to x ∈ ∆1, which is the
case for Kimura’s solution by lemma 4.1. We thus have for the outward normal
component of the flux G⊥u := Gu · ν on the boundary (with the extension of u also
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4.1 The Kolmogorov forward equation

denoted by u)

G⊥u (x, t) = ∓1
2(1− 2x)u(x, t) + x(1− x) ∂

∂x
u(x, t) = 1

2u(x, t), (x, t) ∈
(
∂∆1

)
∞.

(4.35)

Kimura’s boundary values may then be formulated as follows:

4.4 Lemma. For u0 : (∂∆1)∞ −→ R as in equation (4.31) and the continuous
extension of Kimura’s solution u(x, t) to (∂∆1)∞, we have

u0(x, t) =
t∫

0

G⊥u (x, τ) dτ = 1
2

t∫
0

u(x, τ) dτ, (x, t) ∈ (∂∆1)∞. (4.36)

Proof. We have

1
2

t∫
0

u(x, τ) dτ = 1
2

t∫
0

∑
n∈N

2n+ 3
4λn

(1− r2)C
3
2
n (r)C

3
2
n (1− 2x)e−λnτ dτ

= 1
2
∑
n∈N

2n+ 3
4λn

(1− r2)C
3
2
n (r)C

3
2
n (1− 2x)

(
λ−1
n − λ−1

n eλnt
)
, (4.37)

wherein we may first put ε > 0 as lower integration limit to assure uniform convergence
and then let ε↘ 0. Now taking into account C

3
2
n (1− 2x)

∣∣
{x=1} = (−1)nλn for n ∈ N,

we obtain for x = 1

1
2

t∫
0

u(1, τ) dτ = p− 1
2
∑
n∈N

(−1)n2n+ 3
4λn

(1− r2)C
3
2
n (r)e−λnt = u0(1, t) (4.38)

as we have with (−1)n
2 =

∫ 1
0 xC

3
2
n (1− 2x) dx for n ∈ N

1
2
∑
n∈N

2n+ 3
4λn

(1− r2)C
3
2
n (r)(−1)n

=
1∫

0

x
∑
n∈N

2n+ 3
4λn

(1− r2)C
3
2
n (r)Cn(1− 2x) dx =

1∫
0

xδp(x) dx = p. (4.39)
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Similarly, by using C
3
2
n (1− 2x)

∣∣
{x=0} = λn for all n and exploiting the symmetry of

the Gegenbauer polynomials, i. e. C
3
2
n (r) = (−1)nC

3
2
n (−r), we also get

1
2

t∫
0

u(0, τ) dτ = 1− p− 1
2
∑
n∈N

2n+ 3
4λn

(1− r2)C
3
2
n (r)e−λnt = u0(0, t). (4.40)

As may be seen from the proof, 1 − p and p are the probabilities to eventually
reach (and end up in) the boundary points 0 resp. 1, while the series express the
probabilities to do so not earlier than at time t.
An important observation now is that Kimura’s boundary values exactly fit the

solution in the interior in the sense that the total mass of the probability density
function of the process is preserved, thus

u0(0, t) +
1∫

0

u(x, t) dx+ u0(1, t) = 1 for all t ≥ 0 (4.41)

as Kimura showed in [16]. It is straightforward to check that for this construction
an analogous assertion about the expectation value also holds, i. e.

1∫
0

xu(x, t) dx+ u0(1, t) = p for all t ≥ 0. (4.42)

Thus, already the 0th and the 1st moment evolve as described by equation (4.29).
Hence, this so far successful integration of the boundary leads us to the introduction

of an accordingly refined concept of solution: If we explicitly include the boundary
into the description of the process with specifically prescribed values there, we may
define an extended solution4

û : (∆1)∞ −→ R, û(x, t) := u(x, t)χ∆1(x) + u0(x, t)χ∂∆1(x) (4.43)

4Likewise, also an extended initial condition f : ∆1 −→ R might be prescribed, signifying that the
process carries additional boundary weight right from the beginning, which, however, evolves
exactly as a 0-dimensional process (i. e. stays constant) and is without further effect on the
model. For this reason, we will usually assume f |∂∆1 ≡ 0 or that f is extended that way if it is
only given on ∆1.
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of equation (4.1) in the sense that û|∆1 solves equation (4.1), while û describes the
behaviour of the process both in the interior and on the boundary; its moments may
correspondingly be defined as

µ̄k(t) = E
(
X(t)k

)
:=
∫

∆1

u(x, t)xk dx+ u0(x, t)xkχ∂∆1(x), k ∈ N, t ≥ 0, (4.44)

extending the preliminary conception of expression (4.30). We note that this new
formulation involves an integration adapted to the varying dimensionality of the
domain of the process and its boundary, i. e. the additional boundary values are
interpreted as 0-dimensional masses (this concept will be further developed and
generalised in chapter 5).
Now, for û and its moments as defined in equation (4.44), the aforementioned

conservation laws read:

µ̄0(t) =
∫
∆1

u(x, t) dx+ u0(x, t)χ∂∆1(x) = 1 and µ̄1(t) =
∫
∆1

u(x, t)x dx+ u0(1, t) = p

(4.45)

for all t ≥ 0. Furthermore, this formulation of moments in equation (4.44) likewise
yields all ‘right’ moments of the process in the sense that their evolution is as to be
expected by the underlying discrete model, confirming the choice for the moments in
equation (4.44); more generally, based upon Kimura’s work [16] and the assumption
on the diffusion approximation that the moments of the limit process match the
limit of those of the underlying discrete model (cf. equation (4.27)), we may then
formulate the following result:

4.5 Proposition. For a given initial condition f ∈ L2(∆1), the Kolmogorov forward
equation corresponding to the diffusion approximation of the 1-dimensional Wright–
Fisher model (4.1) always allows a unique extended solution û :

(
∆1
)
∞ −→ R in the

sense that û|∆1 solves equation (4.1) and that its moments µ̄k(t) =
∫

∆1
û(x, t)xk dx+

û(x, t)xkχ∂∆1(x), k ∈ N, t ≥ 0 (cf. equation (4.44)) fulfil the moments evolution
equation (4.29).

Proof. What remains to be shown is that for the extended solution û as defined in
equation (4.43) and u as in equation (4.14) and u0 as in lemma 4.4 all moments µ̄k(t)
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4 Analytic aspects of the diffusion approximation of the 1-dim. Wright–Fisher model

evolve in accordance with the moments equation (4.29). For arbitrary ϕ ∈ C∞(∆1)
we get by integrating by parts twice (with u|∂∆1 denoting the continuous extension
of u in opposition to the ‘proper’ boundary value u0 and Gu being the flux of u (cf.
equation (4.34))):∫

∆1

∂2

(∂x)2
(
x(1− x)u

)
ϕdx = ∂

∂x

(
x(1− x)u

)
ϕ− x(1− x)u ∂

∂x
ϕ

∣∣∣∣1
0

+
∫
∆1

ux(1− x) ∂2

(∂x)2ϕdx

= −2Gu(x, t)ϕ
∣∣1
0 +

∫
∆1

ux(1− x) ∂2

(∂x)2ϕdx. (4.46)

Consequently, for û we obtain (cf. lemma 4.4)∫
∆1

utϕdx+ (u0)tϕχ∂∆1 =
∫
∆1

1
2

∂2

(∂x)2
(
x(1− x)u

)
ϕdx+G⊥uϕχ∂∆1

=
∫
∆1

1
2ux(1− x) ∂2

(∂x)2ϕdx. (4.47)

In particular for ϕ = xk, k ≥ 2, we have

1
2x(1− x) ∂2

(∂x)2x
k = −k(k − 1)

2
(
xk − xk−1), (4.48)

while for ϕ = 1 and ϕ = x the right-hand side vanishes altogether. Hence, the
moment formula (4.29) for µ̄k(t), k ∈ N follows.

Conversely, if the moments evolution equation is assumed to hold for the moments
corresponding to some û′ : (∆1)∞ −→ R with û′|∆1 solving equation (4.1), then we
immediately have û′ ≡ û on ∆1 by lemma 4.2 and consequently also on ∆1 by the
moments equation.

Thus, the extended solution û, which is piecewise defined both in the interior and
on the boundary, yields a complete account of the dynamics of the process. For
t→∞, the interior solution uniformly vanishes in ∆1 (for a proof cf. the analogous
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lemma 4.7), and we obtain as limit for t =∞

û(x,∞) = (1− p)χ{0}(x) + pχ{1}(x), x ∈ ∆1, (4.49)

which may either be derived from the explicit formulae for u0 (cf. equation (4.31) f.)
or as a consequence of the moments evolution equation (4.29). Consequently, all
mass is eventually accumulated at the boundary points as desired.

4.2 The Kolmogorov backward equation
After having obtained a solution of the Kolmogorov forward equation for the 1-
dimensional Wright–Fisher model including a corresponding extension scheme for
the boundary of the domain, we now wish to treat the corresponding Kolmogorov
backward equation (cf. section 2.4.1) by similar strategies. The equation again may
be stated by making use of proposition 2.9 applied to the current setting of 1 locus
and 2 alleles and separately stating the final condition f for t = 0, which corresponds
to a certain (generalised) target set. At first again only considering the interior ∆1,
this yields− ∂

∂t
u(p, t) = 1

2p(1− p)
∂2

(∂p)2u(p, t) in (∆1)−∞ = ∆1 × (−∞, 0)

u(p, 0) = f(p) in ∆1, f ∈ L2(∆1)
(4.50)

for u( · , t) ∈ C2(∆1) for each fixed t ∈ (−∞, 0) and u(x, · ) ∈ C1((−∞, 0)) for each
fixed x ∈ ∆1. Note that this equation is given in terms of the initial value p and that
the time parameter t now is negative.

4.2.1 A solution scheme by Gegenbauer polynomials

The procedure described in paragraph 4.1.1 may be analogously applied to the
Kolmogorov backward equation (4.50) in ∆1, for the notation used see also there.
The separation ansatz yields

p(1− p) ∂2

(∂p)2v(p) + 2κv(p) = 0, p ∈ ∆1 (4.51)
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as a differential equation in p, which needs to be solved for the eigenvalues κ. Again
changing coordinates by dint of r = 1− 2p, this equation reads

(1− r2) ∂2

(∂r)2 ṽ(r) + 2κṽ(r) = 0. (4.52)

Again, the Gegenbauer polynomials Cα
n (r), n ≥ 0 (cf. p. 93) emerge as solutions,

requiring α = −1
2 and 2κ = n(n+ 2α). Hence, we put

κn := n(n− 1)
2 , n ∈ N, (4.53)

whereas the product takes the form 〈 · , · 〉− 1
2

=
+1∫
−1

1
1−r2 dr, and the orthogonality

relation is

〈
C
− 1

2
n , C

− 1
2

m

〉
− 1

2
= δmn

1
2n− 1

1
κn

for n,m ≥ 2 (4.54)

as Γ(−1
2) = −2

√
π, and thus c−

1
2

n = (n−2)!
(n− 1

2 )n! = 1
2n−1

2
n(n−1) = 1

2n−1
1
κn
.

Consequently, we obtain C
− 1

2
n (1 − 2p), n ∈ N as solutions of the eigenvalue

equation (4.51) and hence

C
− 1

2
n (1− 2p)eκnt, n ∈ N (4.55)

as solutions of the differential equation in (4.50).
Note that the Gegenbauer polynomials appearing in the forward equation and

those for the backward equation are linked through

p(1− p)C
3
2
n (1− 2p) = 1

4(n+ 1)(n+ 2)C−
1
2

n+2(1− 2p) for n ≥ 0, (4.56)

which is a consequence of the relation between the forward operator and the backward
operator (cf. also the more general lemma 5.1); accordingly, we have λn ≡ κn+2. By
equation (4.56), all C−

1
2

n (1− 2p) vanish on ∂∆1 for n ≥ 2.
Next, we wish to decompose the final condition f(p) – after transforming it into

f̃(r) with f(p) = f̃(r(p)) – in terms of the Gegenbauer polynomials, thus obtaining
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a series

f̃(r) =
∑
n∈N

βnC
− 1

2
n (r) (4.57)

with

βn = 1
cn
〈f̃ , C−

1
2

n 〉− 1
2

= (2n− 1)κn〈f̃ , C
− 1

2
n 〉− 1

2
. (4.58)

However, some care is required here as for n = 0 and n = 1 the coefficients 〈f̃ , C−
1
2

n 〉− 1
2

do not need to exist for all f ; on top of that, the eigenvalue κn is zero. Nevertheless,
this may be ignored for the moment: Since the linear combinations of (C

3
2
n )n≥0 are

dense in C∞([−1, 1]), the linear span of (C−
1
2

n )n≥2 is already dense in C∞c ([−1, 1]) by
equation (4.56) (for a definition of C∞c cf. equation (5.18) on p. 120) and consequently
also in L2((−1, 1)). Hence, it suffices to decompose f̃ in terms of the C−

1
2

n with
n ≥ 2, yielding

f(p) :=
∑
n≥2

(2n− 1)κn〈f̃ , C
− 1

2
n 〉− 1

2
(4.59)

and consequently

u(p, t) :=
∑
n≥2

(2n− 1)κn〈f̃ , C
− 1

2
n 〉− 1

2
C
− 1

2
n (1− 2p)eκnt, (p, t) ∈ (∆1)−∞ (4.60)

as solution of equation (4.50). Its convergence and regularity (i. e. being of class C∞

with respect to p ∈ ∆1) may be proven similarly to the forward case in section 4.1.2
using ∥∥∥∥ ∂k∂pkC− 1

2
n (1− 2p)

∥∥∥∥
C0(∆1)

≤ κk+1
n for k ≥ 0, n ≥ 2 (4.61)

and ∥∥∥ 1
1− r2C

− 1
2

n (r)
∥∥∥
L2(∆1)

≤ 1 for n ≥ 2. (4.62)
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However, for a given final condition f , in general this is not the unique solution as is
already observable at its decomposition in terms of eigenfunctions in equation (4.59):
For example, for f = 1 ∈ L2(∆1) as final condition, we obtain both u as in
equation (4.60) and u′ ≡ 1 as a solution of equation (4.50): Although we have
u = u′ ≡ f on ∆1 × {0}, their further evolution disagrees as u vanishes everywhere,
whereas u′ remains constant.

Analogous to the forward case, we expect that a proper integration of the boundary
into the model may resolve this defect.

4.2.2 The uniqueness of solutions and an extension scheme
from the boundary

Striving for an inclusion of the boundary into our model, we may at first observe
that – as in the forward case – a solution u of the backward equation as given in
equation (4.60) is smoothly extendable to the boundary ∂∆1 = {0, 1}. However, this
is quite effectless as all summands in equation (4.60) vanish on ∂∆1, and consequently
the extension of the solution there also vanishes for all t > 0, nor does it solve the
uniqueness issue. Yet, this is consistent with the probabilistic interpretation of the
solution, meaning that there is no positive probability to reach the interior when
starting at the boundary (cf. below).

Nevertheless, the concept of solution still may be extended to the boundary if we
reverse our angle of view and rather look for an extension of the yet to be determined
specific boundary values into the interior than for a continuation the other way round.
Also, this will rather match the backward setting with its reversed sense of time.

Such an extension may be carried out by (at first formally) augmenting the domain
of equation (4.50) so that it comprises all of ∆1. Thus, we may state an extended
Kolmogorov backward equation by− ∂

∂t
u(p, t) = 1

2p(1− p)
∂2

(∂p)2u(p, t) in
(
∆1
)
−∞ = [0, 1]× (−∞, 0)

u(p, 0) = f(p) in ∆1, f |∆1 ∈ L2(∆1)
(4.63)

for u( · , t) ∈ C2(∆1) for each fixed t ∈ (−∞, 0) and u(x, · ) ∈ C1((−∞, 0)) for
each fixed x ∈ ∆1. This also allows us to prescribe an extended final condition
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4.2 The Kolmogorov backward equation

f = f0χ∂0∆1 + f1χ∆1 , which is defined on all of ∆1, i. e. the boundary points
may also belong to the target set considered (in contrast to the forward case, this
extended condition is crucial and will also affect the solution in the interior as will be
described below). The dynamics of the boundary values are those of a 0-dimensional
Wright–Fisher process, hence they stay constant; this may formally be expressed by
∂
∂t
u|∂∆1 = 0, which coincides with the restriction of the first line of equation (4.63)

to ∂∆1. For this reason, it is also justified by the considered model to formulate
equation (4.63) to hold on the boundary as well since this reflects the evolution of
the process both in the interior and on the boundary of the domain.

A solution scheme for the extended Kolmogorov backward equation with a given
extended final condition f is now as follows: At first, we solve equation (4.63) only
in ∂∆1 for the final condition fχ∂0∆1 = f0 (separately for each ∆0 ⊂ ∂0∆1) and
consecutively extend these solutions to ∆1 by the requirement that each extension
yields a solution of equation (4.50) in

(
∆1
)
−∞, thus in particular

(i) extends to the boundary ∂0∆1 such that it coincides with the previous solution
in the respective ∆0 ⊂ ∂0∆1 resp. vanishes on the other ∆0 ⊂ ∂0∆1 and is of
class C2 with respect to the spatial variables in ∆1,

(ii) fulfils − ∂
∂t
u(p, t) = 1

2p(1− p)
∂2

(∂p)2u(p, t) in (∆1)−∞.

A solution u0 of equation (4.63) respectively restricted to the relevant ∆0 ⊂ ∂0∆1

is – of course – trivial, i. e. u0 ≡ f0, but for the continuation to ∆1, we note that the
eigenvalues need to be matched in terms of the chosen separation ansatz for being a
solution: As on ∂0∆1 the spectrum of the differential operator 1

2p(1− p)
∂2

(∂p)2 is only
{0}, the continuation to ∆1 needs to be established by eigenfunctions corresponding
to the eigenvalue 0. We may also use the Gegenbauer polynomials to this end,
this time the ones corresponding to the eigenvalue 0, i. e. C−

1
2

0 (1 − 2p) = 1 and
C
− 1

2
1 (1− 2p) = 2p− 1. Using condition (i) above, their associated coefficients β0, β1

may be determined by

f0(0) = β0C
− 1

2
0 (1) + β1C

− 1
2

1 (1) = β0 − β1 (4.64)

and f0(1) = β0C
− 1

2
0 (−1) + β1C

− 1
2

1 (−1) = β0 + β1 (4.65)
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4 Analytic aspects of the diffusion approximation of the 1-dim. Wright–Fisher model

such that f0 is matched by their continuous extension to the boundary. Thus,

ū0 : (∆1)−∞ −→ R with ū0(p, t) := β0 + β1(2p1 − 1) (4.66)

defines an extension of u0 in ∂0∆1 to a solution of equation (4.63) in ∆1. Rewriting
this as

ū0(p, t) ≡ (β0 + β1)p1 + (β0 − β1)(1− p1), (4.67)

it becomes apparent that the right term is the contribution of the solution in
∆({0})

0 = {0} and the left term is the one of ∆({1})
0 = {1} with both extensions

satisfying the conditions stated above. We note that this continuation to ∆1 by
eigenfunctions for the eigenvalue 0 is unique for given boundary data by the maximum
principle and that it is of course also definable on ∆1 × (−∞, 0]; then f̄0 := ū0( · , 0)
may be interpreted as an extension of the final condition f0 in ∂0∆1 to ∆1.
The observed extension ū0 at this stage, however, actually is the solution to a

different problem, i. e. to the extended Kolmogorov backward equation (4.63) with
final condition f0χ∂0∆1 + f̄0χ∆1 (instead of f0χ∂0∆1 + f1χ∆1). Then, f̄0 is perceivable
as an induced additional target set on the entire ∆1, which is generated by the
eventual target set resp. f0 in ∂0∆1 via the extension conditions (i) and (ii) above.
This induced target set in turn modifies the already existing final condition f1 in ∆1,
and consequently a (proper) solution u1 in ∆1 needs to cater to this modified final
condition, signifying that the attraction of the eventual target set in ∂0∆1 via the
induced target set in ∆1 is handed over to the 1-dimensional process governing the
correspondent dynamics.
Thus, in the next step, a (proper) solution u1 of equation (4.63) restricted to ∆1

is determined as in the previous section 4.2.1, but this time for the correspondingly
adapted final condition

f ′1(p) :=f1(p)− f̄0(p), p ∈ ∆1. (4.68)

Restricting the choice of eigenfunctions to those corresponding to a strictly positive
eigenvalue, this construction is unique for arbitrary (f1 − f̄0) ∈ L2(∆1), which
may be shown as in the forward case in lemma 4.2. Also, with such a choice of
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4.2 The Kolmogorov backward equation

eigenfunctions, there is no interference of the solution u1 with the boundary data
since the resulting solution smoothly vanishes on the boundary (as already stated).
Thus, the disjointness of the effective spectra of the operator in the interior and on
the boundary prevents any ambiguity at this point.
Altogether, this amounts to an extended solution u :

(
∆1
)
−∞ −→ R of equa-

tion (4.50) defined by

u(p, t) :=u0(p, t)χ∂0∆1(p) +
(
ū0(p, t) + u1(p, t)

)
χ∆1(p)

=β0 + β1(2p− 1) +
∑
n≥2

(2n− 1)κn〈f̃ ′, C
− 1

2
n 〉− 1

2
C
− 1

2
n (1− 2p)eκnt (4.69)

with u( · , t) ∈ C∞(∆1) for t < 0 and

u(p, 0) =
{
u0 = f0 in ∂0∆1

ū0 + u1 = f1 in ∆1,
(4.70)

thus fulfilling the extended final condition f = f0χ∂0∆1 + f1χ∆1 in ∆1. If we have
f0 = 0, then this solution agrees in ∆1 with the one obtained before in equation (4.60)
for f := f1. Otherwise, we obtain another solution which evolves differently.
Thus, as already hinted, in contrast to the forward case, the specification of

boundary data is required to obtain a unique solution. We have:

4.6 Proposition. For a given final condition f : ∆1 −→ R, f |∆1 ∈ L2(∆1), the
extended Kolmogorov backward equation (4.63) corresponding to the diffusion ap-
proximation of the 1-dimensional Wright–Fisher model always allows a unique so-
lution u :

(
∆1
)
−∞ −→ R with u( · , t) ∈ C∞(∆1) for each fixed t ∈ (−∞, 0) and

u(x, · ) ∈ C∞((−∞, 0)) for each fixed x ∈ ∆1.

In the light of these considerations, we may now resolve the previous uniqueness
counterexample for the Kolmogorov backward equation (4.50) in ∆1 presented on
p. 108. There, the initial condition f = 1 did not seem to lead to a unique solution:
This may now be overcome by shifting to the extended Kolmogorov backward
equation and specifying whether the extended initial condition on ∆1 is either f = 1
or f = χ∆1 corresponding to f0 = 1 resp. f0 = 0 (or something else). In all cases, a
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4 Analytic aspects of the diffusion approximation of the 1-dim. Wright–Fisher model

corresponding (extended) solution u is obtained as the unique solution (only in the
first case, we have u ≡ 1).

4.2.3 Long-term behaviour and a probabilistic interpretation

Analogous to the forward case, we are also interested in the behaviour of the backward
solution in the long run and will check whether it matches our previous findings in
the forward case (cf. equation (4.49)).

Hence, for the extended solution u = u0χ∂0∆1 + (ū0 + u1)χ∆1 (cf. equation (4.69)),
we may directly observe that for t→ −∞ all eigenmodes corresponding to a positive
eigenvalue (i. e. u1) vanish, whereas those corresponding to the eigenvalue zero (i. e.
ū0) survive with the presence of the latter merely determined by the values of the
extended final condition on the boundary. This construction of ū0 as presented in the
preceding section is equivalent to finding a solution of the homogeneous or stationary
formulation of the extended Kolmogorov backward equation (4.63) being5

1
2p(1− p)

∂2

(∂p)2u(p) = 0, p ∈ ∆1

u(p) = f(p), p ∈ ∂∆1

(4.71)

for u ∈ C2(∆1) with u0 now appearing as an (arbitrary) boundary condition f ;
this may be perceived as the Kolmogorov backward equation for t = −∞. As
already pointed out, a solution of such an equation is always unique by the maximum
principle.
These considerations may be reflected by the following lemma:

4.7 Lemma. For t→ −∞, a solution of the extended Kolmogorov backward equation
(4.63) for a given final condition f = f0χ∂0∆1 + f1χ∆1, f1 ∈ L2(∆1) converges
uniformly on ∆1 to the unique solution of the corresponding stationary equation (4.71)
with boundary condition f0. The space of such solutions is spanned by 1 and p.

Proof. It remains to show that u = ū0 + u1 as given in equation (4.69) (and all its
derivatives) converge uniformly on ∆1 towards ū0. This may be done by observing

5As in equation (4.63), one might equivalently formulate the equation to also hold on the boundary.
However, we rather stick with the usual notation for boundary value problems.
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that for t > t1 > 0 we have∥∥∥∥ ∂k∂pku1(p, t)
∥∥∥∥
C0(∆1)

=
∥∥∥∥∑
n≥2

(2n− 1)κn〈f̃ ′, C
− 1

2
n 〉− 1

2

∂k

∂pk
C
− 1

2
n (1− 2p)eκnt

∥∥∥∥
C0(∆1)

≤ 3‖f‖2
∑
n≥2

κk+2
n e−κnt ≤ 3‖f‖2

∫ ∞
2

xk+2e−xt1dx︸ ︷︷ ︸
<∞

· e−2(t−t1)

(4.72)

for all k ≥ 0, which thus vanishes for t→∞.

In consideration of the probabilistic interpretation – which is that when the final
condition f is chosen to be the characteristic function of some appropriate target set A,
then the solution u(p, t) gives the probability to end up in A at time 0 when starting
in p at time t < 0 – this signifies that, if the boundary is not included into A, the
eventual hit probability (i. e. when starting at t = −∞) vanishes everywhere, whereas
all interior points are without effect. This matches the expected behaviour of the
process from the analysis of the Kolmogorov forward equation in section 4.1.3, where
in the long run the probability density function of the process vanishes uniformly in
the interior (cf. equation (4.49)).

However, adding some boundary points to the target set A corresponding to f0 6= 0
in ∂0∆1 should change the observed behaviour of the backward solution decisively.
Indeed, this provokes a positive eventual hit probability in the entire interior, which
is again consistent with the model: Even if starting with a high frequency of a certain
allele, eventually this allele may become extinct. Analogously, the observed behaviour
of the (extended) forward solution in equation (4.49), where e. g. a process starting in
p ∈ ∆1 eventually ends up in {1} with probability p, is matched; the corresponding
stationary backward solution u(p,−∞) = p yields the same result. Furthermore, in
case both boundary points belong to the target set, the hit probabilities generated
by each one overlap; in a more refined scenario, one could also assign arbitrary values
to the boundary points, and the solution would then give a weighted mixed eventual
hit probability.
Still, we wish to point out a subtle difference in the possible interpretations

of an extended solution originating from ∂0∆1 (as in section 4.2.2), which may
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4 Analytic aspects of the diffusion approximation of the 1-dim. Wright–Fisher model

simultaneously appear as a stationary solution in ∆1. While the stationary solution
is time-independent in the strict sense, the obtained solution in proposition 4.6 is time-
dependent, and this in principle also holds if it only consists of the (time-independent)
component ū0. As stated, for t = 0 this may be interpreted as the probability density
of an additional (generalised) target set induced by ∂0∆1, spanning the entire ∆1

as the boundary at this time is not reachable from anywhere in the interior. For
t < 0, it would then indicate the joint hit probability for both the induced and
the eventual target set since the boundary has become reachable meanwhile. As t
progresses further, the attraction of the component of the target set in ∆1 diminishes,
whereas that of ∂0∆1 increases as the boundary is more and more likely to be reached
over time. For t = −∞, then a solution as in proposition 4.6 merely expresses
the attraction of the boundary target set component, which coincides with the
interpretation of u as a stationary solution.
We also note that accounting for the boundary in the backward scenario again

reveals the hierarchical structure of the process already observed in the analysis of
the Kolmogorov forward equation. Here, this again expresses itself in the different
dimensionality of the boundary and the interior as well as in a correspondingly
different reception of the final condition on them: The value of f at boundary points
substantially influences the whole process, whereas the value of f at single points
in ∆1 is without effect as this is a λλ1-null set. This hierarchicality as well as the
fact that the boundary values determine the solution in the interior (in a manner
of speaking “extend to the interior”) will also be observed in higher dimensions (cf.
chapter 5.4).

114



5 Analytic aspects of the diffusion
approximation of the multidimensional
Wright–Fisher model

5.1 Preliminaries
Having analysed the diffusion approximation of the 1-dimensional Wright–Fisher
model in the preceding chapter 4, we now wish to generalise the solution techniques
found, in particular for the extension scheme, by applying them to the diffusion
approximation of the multidimensional Wright–Fisher model. First, we again aim
to solve the corresponding Kolmogorov equations. Again, recombination, mutation
or natural selection will be left out, and we will consider a ‘pure’ 1-locus n-allelic
haploid model; as already stated, without recombination this also covers multi-loci
models.

To begin with, we will explore the structure of the now bigger domain and introduce
some new notation with respect to it.

5.1.1 The simplex

As we are considering frequencies, this directly leads to simplices as corresponding
state space. Recapitulating the definition from section 2.2.3, the (open) n-dimensional
standard orthogonal simplex is given by

∆n :=
{

(x1, . . . , xn) ∈ Rn
∣∣xi > 0 for i = 1, . . . , n and

n∑
i=1

xi < 1
}
, (5.1)
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which we usually refer to when talking of the ‘simplex’. This is a projection of the
fully regular (open) n-dimensional standard simplex

Σn :=
{

(x1, . . . , xn+1) ∈ Rn+1∣∣xi > 0 for i = 1, . . . , n+ 1 and
n+1∑
i=1

xi = 1
}

(5.2)

onto Rn by suppressing the (n+ 1)-st coordinate. In terms of the frequencies of a
Wright–Fisher model, there is no difference between the two simplices; therefore, we
will primarily use the first formulation, which is the handier one.

5.1.2 The boundary structure of the simplex

In the following, we will introduce a suitable notation for different instances of the
boundary of the simplex. Beforehand, we explicitly denote the coordinate indices
for ∆n by providing the corresponding coordinate index set In := {i0, . . . , in} ⊂
{0, . . . , n}, ij 6= il for j 6= l with usually i0 ≡ 0 corresponding to x0 := 1−

∑n
i=1 x

i

as upper index of ∆n, thus

∆(In)
n =

{
(x1, . . . , xn) ∈ Rn

∣∣xi > 0 for all i ∈ In
}
. (5.3)

This is particularly useful for boundary instances of the simplex (cf. below) or if for
other purposes a certain ordering (ij)j=0,...,n of the coordinate indices is needed. If
no index set is stated for ∆n, we usually have In ≡ {0, . . . , n} as in equation (5.1).
Now assessing the boundary structure of the simplex, we first recall that the

simplex ∆n is open in the standard topology on Rn (which we always assume when
writing ∆n); its closure ∆n is given by (again using the index set notation)

∆(In)
n =

{
(x1, . . . , xn) ∈ Rn

∣∣xi ≥ 0 for all i ∈ In
}

(5.4)

including x0 = 1 −
∑n

i=1 x
i. The boundary ∂∆n = ∆n \ ∆n consists of various

subsimplices of descending dimensions called faces, starting from the (n− 1)-dimen-
sional facets down to the vertices (which represent 0-dimensional faces). All appearing
subsimplices of dimension k ≤ n− 1 are isomorphic to the k-dimensional standard
orthogonal simplex ∆k and hence (in slight abuse of notation) will be denoted by
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∆(Ik)
k with usually Ik := {i0, . . . , ik} ⊂ In, ij 6= il for j 6= l and i0 ≡ 0 again listing

the k + 1 coordinate indices with strictly positive value:

∆(Ik)
k :=

{
(x1, . . . , xn) ∈ ∆(In)

n

∣∣xi > 0 for i ∈ Ik; xi = 0 for i ∈ In \ Ik
}
. (5.5)

Generally, for a given k ≤ n− 1, there are of course
(
n+1
k+1

)
different (unordered)

subsets Ik of In, each of which corresponds to a certain boundary face ∆(Ik)
k . We

therefore introduce the k-dimensional boundary ∂k∆n of ∆n by putting

∂k∆(In)
n :=

⋃
Ik⊂In

∆(Ik)
k ⊂ ∂∆(In)

n for 0 ≤ k ≤ n− 1. (5.6)

For reasons of notational systematics, we sometimes also write ∂n∆n for ∆n, though
this does not comprise a boundary in the current setting (however, it might be
imagined as a boundary face of some ∆n+1). Of course, the concept of the k-dimen-
sional boundary also applies to simplices which are themselves boundary instances
of some ∆(Il)

l , Il ⊂ In for 0 ≤ k < l ≤ n, thus

∂k∆(Il)
l =

⋃
Ik⊂Il

∆(Ik)
k ⊂ ∂∆(Il)

l . (5.7)

Translating this notation to the setting of the Wright–Fisher model, we have: ∆n

corresponds to the state of all n+ 1 alleles being present, whereas ∂k∆n represents
the state of exactly (any) k+1 alleles being present in the population. The individual
∆({i0,...,ik})
k comprising ∂k∆n correspond to the state of exactly the alleles i0, . . . , ik

being present in the population. Likewise, ∂k−1∆({i0,...,ik})
k corresponds to the state

of exactly one further allele out of i0, . . . , ik being eliminated from the population.

5.1.3 Geometrical properties of the simplex

In contrast to the fully regular standard simplex Σn (e. g. for n = 3, the regular
tetrahedron), the standard orthogonal simplex ∆n as defined in equation (5.1) has
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an orthogonal corner at the coordinate origin and volume

voln(∆n) =
∫

∆n

dλλn = 1
n! for all n ∈ N (5.8)

with λλn being the n-dimensional Lebesgue measure on Rn. The subsimplices ∆(In\{l})
n−1 ,

l = 1, . . . , n are in fact (n− 1)-dimensional standard orthogonal simplices spanned
by n− 1 coordinate axes respectively, whereas the (n+ 1)-st subsimplex

∆(In\{0})
n−1 =

{
(x1, . . . , xn) ∈ Rn

∣∣xi > 0 for i = 1, . . . , n and
n∑
i=1

xi = 1
}

(5.9)

lies opposite the origin coinciding with Σn−1 as defined in equation (5.2).
When determining the (n− 1)-dimensional volume of ∆(In\{0})

n−1 , the measure with
respect to which we integrate in equation (5.8) needs to be replaced by the one
induced on ∆(In\{0})

n−1 by the Lebesgue measure of Rn; however, this will still be
denoted by λλn−1 as it is apparent from the domain of integration which version is
used. We then obtain that voln−1

(
∆(In\{0})
n−1

)
is
√
n times the volume of the other

subsimplices ∆(In\{l})
n−1

∼= ∆n−1 as follows from the generalised Pythagorean theorem

n∑
l=1

vol2n−1
(
∆(In\{l})
n−1

)
= vol2n−1

(
∆(In\{0})
n−1

)
, (5.10)

thus voln−1
(
∆(In\{0})
n−1

)
=
√
n voln−1

(
∆(In\{1})
n−1

)
.

This difference in volume of the boundary faces, however, is only due to the choice
of coordinates of the standard orthogonal simplex, in which the 0th coordinate is
implicitly formulated in terms of the remaining coordinates. With the regular simplex
Σn, none of the faces is distinct, and the same also applies to the Wright–Fisher
models that we are looking at: For the corresponding process, none of the alleles is
special, and hence all boundary faces are equivalent. Correspondingly, for example
in equation (5.52), a correction factor 1√

n
to voln−1

(
∆(In\{0})
n−1

)
appears.
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5.1.4 Products and further notation

Analogous to voln(∆n), we also introduce a product of functions u, v ∈ L2(∆n) by
putting

(u, v)n :=
∫

∆n

u(x)v(x)λλn(dx) (5.11)

with λλn again denoting the Lebesgue measure. It is emphasised that only the interior
∆n is assumed as the domain of integration; the index – if no confusion is to be
expected – may be omitted. Of course, as n was arbitrary, the product may also be
used on some ∆(Ik)

k ⊂ ∂∆n; yet, this requires a slight modification: Analogous to
voln−1

(
∆(In\{l})
n−1

)
, if integrating over some ∆(Ik)

k with 0 /∈ Ik, the measure needs to be
replaced with the one induced on ∆(Ik)

k by the Lebesgue measure of the containing
Rk+1 – this measure, however, will still be denoted by λλk as it is clear from the
domain of integration ∆(Ik)

k with either 0 ∈ Ik or 0 /∈ Ik which version is actually
used.

The products ( · , · )k on ∂k∆(In)
n for k = 0, . . . , n may then be utilised to construct

a hierarchical product on the closure of the simplex ∆n which is adapted to the
hierarchical structure of the boundary instances of the simplex. Hence, for functions
u, v : ∆n −→ R with u, v|

∂k∆(In)
n
∈ L2(∂k∆(In)

n

)
for all k = 0, . . . , n, we may put

[u, v]n :=
n∑
k=0

(u, v)k (5.12)

with (u, v)k – deviantly to its proper definition in equation (5.11) – in this con-
text denoting the integral over the full k-dimensional boundary ∂k∆n of ∆n (cf.
equation (5.6)), thus

[u, v]n =
n∑
k=0

(u, v)k =
n∑
k=0

∫
∂k∆n

u(x)v(x)λλk(dx) =
n∑
k=0

∑
Ik⊂In

∫
∆(Ik)
k

u(x)v(x)λλk(dx)

(5.13)

with λλk again denoting either the Lebesgue measure of Rk or – if the domain of
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5 Analytic aspects of the diffusion approximation of the n-dim. Wright–Fisher model

integration is some ∆(Ik)
k with 0 /∈ Ik – the measure induced on ∆(Ik)

k by Lebesgue
measure of the containing Rk+1.

Corresponding to the hierarchical product [ · , · ]n, we may restate the integrability
criterion for functions on ∆n by defining a corresponding space

L2
( n⋃
k=0

∂k∆n

)
:=
{
f : ∆n −→ R

∣∣∣ f |∂k∆n is λλk-measurable and∫
∂k∆n

|f(x)|2 λλk(dx) <∞ for all k = 0, . . . , n
}

(5.14)

(with the modified measure λλk if applicable), whereas for the top-dimensional simplex,
we simply have

L2(∆n) :=
{
f : ∆n −→ R

∣∣∣ f is λλn-measurable and
∫

∆n

|f(x)|2 λλn(dx) <∞
}
,

(5.15)

coinciding with the usual definition. Furthermore, we also define for k ∈ N ∪ {∞}

Ck
0 (∆n) :=

{
f ∈ Ck(∆n)

∣∣f |∂∆n = 0
}
, (5.16)

Ck
0 (∆n) :=

{
f ∈ Ck(∆n)

∣∣∃ f̄ ∈ Ck
0 (∆n) with f̄ |∆n = f

}
(5.17)

as well as

Ck
c (∆n) :=

{
f ∈ Ck(∆n)

∣∣ supp(f) ( ∆n

}
. (5.18)

5.2 The Kolmogorov operators
With the simplex notation and the products in place, we may now start our analysis:
Again picking up the setting of proposition 2.9, we may formulate the Kolmogorov
forward equation for the diffusion approximation of a now n-allelic 1-locus Wright–
Fisher model  ∂

∂t
u(x, t) = Lnu(x, t) in (∆n)∞ = ∆n × (0,∞)

u(x, 0) = f(x) in ∆n, f ∈ L2(∆n)
(5.19)
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5.2 The Kolmogorov operators

for u( · , t) ∈ C2(∆n) for each fixed t ∈ (0,∞) and u(x, · ) ∈ C1((0,∞)) for each fixed
x ∈ ∆n and with

Lnu(x, t) := 1
2

n∑
i,j=1

∂2

∂xi∂xj
(
xi(δij − xj)u(x, t)

)
(5.20)

being the forward operator . Analogously, we introduce the backward operator

L∗nu(x, t) := 1
2

n∑
i,j=1

(
xi(δij − xj)

) ∂2

∂xi∂xj
u(x, t), (5.21)

appearing in the corresponding Kolmogorov backward equation (a detailed discussion
of this equation will be carried out in chapter 5.4). The definitions of the operators
given in equations (5.20) and (5.21) also apply to the closure ∆n; this is just noted
here as we will also consider extensions of the solution and the differential equation
to the boundary.
For relations between the two operators, we immediately have the following two

lemmas:

5.1 Lemma. Ln and L∗n are (formal) adjoints with respect to the product ( · , · )n in
the sense that

(Lnu, ϕ)n = (u, L∗nϕ)n for u ∈ C2(∆n), ϕ ∈ C2
0(∆n). (5.22)

Proof. The assertion directly follows from proposition 5.7 below.

5.2 Lemma. For an eigenfunction ϕ ∈ C2(∆n) of Ln and ωn :=
∏n

k=1 x
k
(
1 −∑n

l=1 x
l
)
, we have: ωnϕ ∈ C2

0(∆n) is an eigenfunction of L∗n corresponding to the
same eigenvalue and conversely.

Proof. Looking for a function ωn with L∗n(ωnu) = ωnLn(u) (and hence for Ln-
eigenfunctions ϕ consequently L∗n(ωnϕ) = ωnLn(ϕ) = −λωnϕ), we have on the one
hand

Lnu = −n(n+ 1)
2 u+

∑
i

(1− (n+ 1)xi) ∂

∂xi
u+ 1

2
∑
i,j

xi(δij − xj)
∂

∂xi
∂

∂xj
u (5.23)
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and

L∗n(ωnu) = 1
2
∑
i,j

xi(δij − xj)
∂

∂xi
∂

∂xj
u

= 1
2
∑
i,j

xi(δij − xj)
(( ∂

∂xi
∂

∂xj
ωn

)
u+ 2 ∂

∂xj
ωn

∂

∂xi
u+ ωn

∂

∂xi
∂

∂xj
u
)

(5.24)

on the other hand. Thus, it is sufficient if such a function ωn satisfies
∑

i,j x
i(δij − xj) ∂

∂xi
∂
∂xj
ωn = −n(n+ 1)ωn∑

j x
i(δij − xj) ∂

∂xj
ωn = (1− (n+ 1)xi)ωn for all i,

(5.25)

which is the case for ωn =
∏n

k=1 x
k
(
1−

∑n
l=1 x

l
)
as may easily be verified by direct

computation.

We continue with some further observations on the operators, in particular with
regard to the boundary of ∆n: The operator L∗n, if restricted to subsimplices
∆(Ik)
k
∼= ∆k in ∂∆(In)

n of any dimension k, then again is the adjoint of the differential
operator Lk corresponding to the evolution of a (k + 1)-allelic process in ∆k:

5.3 Lemma. For 0 ≤ k < n and Ik ⊂ {0, . . . , n}, |Ik| = k, we have

L∗n
∣∣
∆(Ik)
k

= L∗k. (5.26)

Proof. For Ik ⊂ {1, . . . , n}, |Ik| = k and ∆(Ik)
k :=

{
(x1, . . . , xn)

∣∣xi > 0 for i ∈ Ik,
xi = 0 for i ∈ {0, . . . , n} \ Ik

}
with x0 = 1−

∑n
i x

i, we directly have:

L∗n
∣∣
∆(Ik)
k

= 1
2

n∑
i,j=1

(
xi(δij − xj)

) ∂2

∂xi∂xj

∣∣∣
∆(Ik)
k

= 1
2
∑
i,j∈Ik

(
xi(δij − xj)

) ∂2

∂xi∂xj
≡ L∗k. (5.27)

By symmetry, this also holds for Ik with 0 ∈ Ik, hence for arbitrary Ik.

We may therefore omit the index k in L∗k whenever convenient, in particular when
considering domains where (parts of) the boundary are included.

122



5.2 The Kolmogorov operators

For the operator Ln, we do not have such a restriction property: If restricted to
some ∆(Ik)

k , it does not correspond to Lk describing a (k + 1)-allelic process in ∆k.
This becomes clear when carrying out the differentiations, i. e.

Lnu(x, t) = −n(n+ 1)
2 u(x, t) +

n∑
i=1

(1− (n+ 1)xi) ∂

∂xi
u(x, t) + L∗nu(x, t),

(x, t) ∈ (∆n)∞. (5.28)

This expanded equation may be interpreted as follows: The 2nd order derivatives
(= L∗n) represent the (undirected, but generally with different absolute value for
different directions) diffusion term, while the 1st order derivatives may be interpreted
as (directed) drift from the centroid

( 1
n+1 , . . . ,

1
n+1

)
of ∆n to the boundary. The

reaction term −n(n+1)
2 u expresses the total loss of mass, which is due to the absorption

at the boundary being (heuristically seen) proportional to voln−1(∂n−1∆n)
voln(∆n) = (n+1)n!

(n−1)! (cf.
also proposition 5.7 below).
Now restricting equation (5.28) to e. g. ∆(In\{m})

n−1 for some m 6= 0 (assuming the
appropriate extendibility of the solution u) yields

ut(x, t) = Lnu(x, t) = −n(n+ 1)
2 u(x, t) +

n∑
i=1
i 6=m

(1− (n+ 1)xi) ∂

∂xi
u(x, t)

+ ∂

∂xm
u(x, t) + L∗n−1u(x, t), (x, t) ∈

(
∆(In\{m})
n−1

)
∞, (5.29)

which may be contrasted with the proper equation for ∆(In\{m})
n−1 with Ln−1 (i. e.

equation (5.28) with n replaced by n− 1), thus

ut(x, t) = Ln−1u(x, t) = −n(n− 1)
2 u(x, t) +

n∑
i=1
i 6=m

(1− nxi) ∂

∂xi
u(x, t) + L∗n−1u(x, t),

(x, t) ∈
(
∆(In\{m})
n−1

)
∞ (5.30)

Thus, while the diffusion terms agree in both cases (= L∗n−1), the drift components are
notably different: Apart from that the extension of the n-dimensional process features
a drift component normal to ∆(In\{m})

n−1 (i. e. ∂
∂xm

u(x, t)), also the projected drift onto
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∆(In\{m})
n−1 does not agree with the one generated by Ln−1: The n-dimensional process

has a diverging drift centred about
( 1
n+1 , . . . ,

1
n+1

)
∈ ∆(In\{m})

n−1 , whereas the drift of
the (n− 1)-dimensional process centres about

( 1
n
, . . . , 1

n

)
, the centroid of ∆(In\{m})

n−1 .
Also, the reaction terms expressing the total loss over time do not agree, which is
due to the higher number of options to lose an allele that the higher-dimensional
solution has (cf. also the heuristics in the preceding paragraph).

This lacking restriction property of the forward operator (and the corresponding
process) seemingly is a notable distinction from the behaviour of the underlying
discrete process. However, this is rather a technical artefact than a gap in the
diffusion approximation: If considering paths, a process that has already lost one or
more alleles is equivalent to a process starting with the same reduced number of alleles.
Of course, this applies both to a discrete process as well as to the corresponding
diffusion limit process. However, in the context of the Kolmogorov equations, we are
rather observing probability densities than paths: Then, the evolution of the process
on a boundary instance (i. e. at a stage where the process would already have lost
some alleles) is generally not independent from higher dimensional entities of the
domain (cf. also section 5.3.2). In this conception, this holds for both the discrete
and the continuous limit processes; merely, probability densities are rarely used when
setting up a discrete Wright–Fisher model and only arise as a technical necessity for
formulating the Kolmogorov equations (cf. also section 2.4.1).

5.3 Solution schemes for the Kolmogorov forward
equation

As in the 1-dimensional case, we are eventually striving for a solution of the Kol-
mogorov forward equation (5.19) which is preferably valid and complete in terms
of the underlying model. Again, solution schemes already exist: As early as 1956,
Kimura presented a solution scheme for the 3-allelic case (n = 2) in [18]. Another
approach by separation of variables was presented by Baxter, Blythe and McKane
in [7], this time for an arbitrary number of alleles. A recent work by T.D. Tran
in [30] provides a solution scheme in terms of a generalisation of the Gegenbauer
polynomials used for solving the 1-dimensional Kolmogorov forward equation:
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5.4 Proposition (cf. [30], p. 55). For n ∈ N+ and each multi-index α = (α1, . . . , αn)
with |α| = α1 + · · ·+ αn = m ≥ 0,

Cm,α(x) := xα +
m−1∑
|β|=0

am,βx
β, x ∈ ∆n (5.31)

with am,β inductively defined by am,β := δαβ for |β| = m and

am,β := −
∑n

i=1(βi + 2)(βi + 1)am,(β1,...,βi+1,...,βn)

(m− |β|)(m+ |β|+ 2n+ 1) for all 0 ≤ |β| ≤ m− 1, (5.32)

is an eigenfunction of Ln in ∆n corresponding to the eigenvalue λ(n)
m = (m+n)(m+n+1)

2 .

Knowing the eigenfunctions, it is straightforward to construct a solution of the
corresponding equation (for details cf. [30]), leading to the following result, which
effectively coincides with those of the other sources mentioned (i. e. [18], [7]):

5.5 Proposition. For n ∈ N and an initial condition f ∈ L2(∆n), the Kolmogorov
forward equation corresponding to the diffusion approximation of the n-dimensional
Wright–Fisher model (5.19) always allows a unique solution u :

(
∆n

)
∞ −→ R with

u( · , t) ∈ C∞(∆n) for each fixed t ∈ (0,∞) and u(x, · ) ∈ C∞((0,∞)) for each fixed
x ∈ ∆n. Furthermore, this solution (and all its spatial derivatives) may be extended
continuously to the boundary ∂∆n.

However, this result primarily only covers the existence (and uniqueness) of a
solution in the interior ∆n and does not provide any proper assertions about the
behaviour of the process on the boundary. Yet, as seen from the discussion in
chapter 4, the appropriate inclusion of the boundary in terms of a probability density
describing its entire evolution is crucial for a complete account of the model. Thus,
our main goal will be to establish a solution scheme including the boundary as already
done in the 1-dimensional setting. This will again depend on the extendibility of the
solution to the boundary of corresponding regularity, i. e. an extension of class C2

with respect to the spatial variables at least. For this, the corresponding statement
of proposition 5.5 is needed; also, this regularity, which is based on the regularity
of the generalised Gegenbauer polynomials, is in concordance with standard PDE
theory (cf. e. g. [14]).
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5.3.1 Moments and the weak formulation of the Kolmogorov
forward equation

As in the 1-dimensional model, we may observe that a solution of equation (5.19) in
∆n lacks conservation properties: As the smallest eigenvalue of Ln is λ(n)

0 = n(n+1)
2 > 0,

a solution vanishes everywhere in ∆n for t → ∞, which in particular implies that
the total mass and the expectation values are not preserved. However, again these
properties are an important aspect of the validity of the model, and we will hence
strive to fulfil them. Eventually, this will lead us to introducing a suitable extended
solution on the entire ∆n as in the 1-dimensional setting (cf. section 4.1.3); a
justification of this concept will again be obtained through considerations of moments
of the process, for which we analogously require that they coincide with the limit of
the corresponding moments of the underlying (suitably rescaled) discrete processes
(cf. equation (4.27)).

This assumption again allows us to also establish an n-dimensional generalisation
of the moments evolution equation (cf. the 1-dimensional case in equation (4.29))
being

∂

∂t
µ̄α(t) = −|α|(|α| − 1)

2 µ̄α(t) +
n∑
i=1

αi(αi − 1)
2 µ̄α−ei(t) (5.33)

for α = (α1, . . . , αn), |α| ≥ 1, whereas ∂
∂t
µ̄0(t) = 0 (with ei denoting the multi-index

(0, . . . , 0, 1, 0, . . . , 0) with 1 appearing at the i-th position) for the moments of the
n-dimensional process, which we may formally write as

µ̄α(t) = E
(
X(t)α

)
. (5.34)

This may be derived analogously to its 1-dimensional correspondent, equation (4.29)
in section 4.1.3, primarily for the discrete model (C(t))t∈N using E1(δC|C(t)) = 0,
E1(δCiδCj|C(t)) = 1

N
C(t)(δij −C(t)), E1((δC)α|C(t)) ∈ O(N−2) for |α| ≥ 3 (cf. also

equations (2.53)–(2.55) accordingly for a haploid model and with R = 0) and by
shifting to the diffusion limit subsequently.
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While we obviously have

mα(t) = E
(
C(t)α

)
(5.35)

for the moments of the underlying discrete process, it is again not quite apparent what
exactly corresponds to the moments µ̄α(t) of the diffusion limit process (X(t))t∈R+ .
However, analogous to the 1-dimensional setting, the discrete moments as defined in
equation (5.35) also span configurations where certain allele frequencies may be zero;
in the diffusion limit, this corresponds to the boundary ∂∆n of the state space of the
continuous process ∆n. For this reason, the expectation with respect to (X(t))t∈R+

should explicitly take into account the boundary ∂∆n, and hence, when rewriting
equation (4.29) by application of a (generic) product [ · , · ]

µ̄α(t) = E
(
X(t)α

)
=
[
U(t), xα

]
, (5.36)

this should involve an integration over ∆n in extension of ( · , · )n (cf. equation (5.11));
in this context the capitalised U : (∆n)∞ −→ R shall denote an extended solution
which is assumed to be the probability density function of (X(t))t∈R+ on the entire
∆n (thus in particular U |∆n is a solution of the Kolmogorov forward equation (5.19)
in ∆n).

Yet, even with the exact form of [ · , · ] remaining unclear, we may already illustrate
the coherence between the moments evolution equation (5.33) and the Kolmogorov
backward operator L∗ in ∆n as defined in equation (5.21). Since L∗ has polynomial
coefficients, it maps polynomials to polynomials, and we have

L∗xα = 1
2

n∑
i,j=1

(
xi(δij − xj)

) ∂2

∂xi∂xj
xα

= 1
2

n∑
i=1

αi(αi − 1)(xα−ei − xα)− 1
2
∑
i 6=j

αiαjx
α

= 1
2

n∑
i=1

αi(αi − 1)xα−ei − 1
2 |α|(|α| − 1)xα for x ∈ ∆n, (5.37)
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which yields, using the notation of equation (5.34),

[
U(t), L∗nxα

]
= 1

2

n∑
i=1

αi(αi − 1)µ̄α−ei(t)−
1
2 |α|(|α| − 1)µ̄α(t) (5.38)

with the right-hand side being equal to that of equation (5.33). Thus, if the moments
equation is fulfilled for some probability density function U , we may equivalently
write

∂

∂t
µ̄α(t) =

[
∂

∂t
U(t), xα

]
=
[
U(t), L∗nxα

]
for t ∈ (0,∞). (5.39)

A (formally) more general version of this equation with xα replaced by a generic
test function ϕ, thus[

∂

∂t
U(t), ϕ

]
=
[
U(t), L∗nϕ

]
for ϕ ∈ C∞(∆n) and all t ∈ (0,∞), (5.40)

may be perceived as a weak formulation of the Kolmogorov forward equation (5.19).
Simultaneously, we may rewrite the initial condition1 weakly as

[
U( · , 0), ϕ

]
=
[
f, ϕ

]
for all ϕ ∈ C∞(∆n). (5.41)

The advantage of such a weak formulation is that – in addition to accounting for
all ∆n – there is no explicit regularity requirement towards the boundary (yet, we
will need that its restriction to interior instances is continuously extendable to the
corresponding boundary). Only, an integrability condition applies, which is at least
U, ∂

∂t
U, f ∈ L2(∆n) since a corresponding requirement on ∂∆n still needs to be

formulated.
Continuing our analysis of relations to the moments evolution equation, the weak

equation (5.40) obviously implies the moments evolution equation (5.33), but the

1As the integration is over ∆n, f may now also be formulated as an extended initial condition on
the entire ∆n. Then, f |∂∆n

6= 0 would correspond to the process (partially) already starting
on certain boundary instances. However, these parts of the process exactly evolve as a proper
process of corresponding dimension, and hence do not yield any further insight into the nature
of the process. For this reason, we will usually assume f |∂∆n

≡ 0 or that f is extended that
way if it is only given on ∆n.
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converse is also true: If the moments equation is given, the weak equation already
holds for all ϕ = xα and consequently also for all polynomials. For an arbitrary
ϕ ∈ C∞

(
∆n

)
we may find polynomials Pm(x), m = (m1, . . . ,mn) with

∥∥Pm − ϕ∥∥C0(∆n) → 0 for min
1≤i≤n

mi →∞ (5.42)

as well as∥∥∥∥ ∂

∂xi
Pm −

∂

∂xi
ϕ

∥∥∥∥
C0(∆n)

→ 0 and
∥∥∥∥ ∂2

∂xi∂xj
Pm −

∂2

∂xi∂xj
ϕ

∥∥∥∥
C0(∆n)

→ 0 (5.43)

for all i, j = 1, . . . , n and min1≤i≤nmi →∞ (this may be shown as a generalisation
of the result for 1 dimension in [32]; the 2-dimensional case is illustrated in [19]).
As λλn(∆n) (and precautionarily also λλk(∂k∆n) for 0 ≤ k ≤ n− 1) are all finite, we
obtain ∣∣∣[U,L∗Pm]− [U,L∗ϕ]∣∣∣→ 0 for min

1≤i≤n
mi →∞ (5.44)

and also ∣∣∣[ ∂∂tU, Pm]− [ ∂∂tU,ϕ]∣∣∣→ 0 for min
1≤i≤n

mi →∞ (5.45)

and consequently that the weak equation holds for all ϕ ∈ C∞
(
∆n

)
.

Summarising our findings, we have (preliminarily, as the exact product and hence
the specific requirements on U are not identified yet):

5.6 Lemma. A probability density function U :
(
∆n

)
∞ −→ R with the correspond-

ing moments fulfilling the moments evolution equation (5.33) also solves the weak
formulation of the Kolmogorov forward equation (5.70) and conversely.

As by lemma 5.1 a solution U of the weak equation restricted to the interior ∆n

also solves the Kolmogorov forward equation (5.19) in ∆n and vice versa (each time
assuming sufficiently regular extendibility of the solution in ∆n to ∂∆n), we rather
focus on solutions of the weak equation as then no regularity of the solution itself up
to the boundary is required, i. e. in particular functions which are defined piecewise
on boundary instances are also in focus.
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5.3.2 The boundary flux and a hierarchical extension of solutions

In order to construct suitable boundary values as required for an extended solution
U :
(
∆n

)
∞ −→ R, the very useful concept of boundary flux already used for the

1-dimensional model in section 4.1.3 is also applied here. Restating the definition
– this time for ∆n –, the flux Gu : (∆n)∞ −→ Rn of a solution u : (∆n)∞ −→ Rn of
equation (5.19) is given in terms of its components

Gi
u(x, t) := −1

2

n∑
j=1

∂

∂xj
(xi(δij − xj)u(x, t)) = −1

2

n∑
j=1

∂

∂xj
(aiju(x, t)), i = 1, . . . , n,

(5.46)

thus implying divGu =
∑n

i=1
∂
∂xi
Gi
u = −Lnu = −ut. Again, this concept directly

extends to boundary instances of ∆n if u is extendable to the boundary such that
the extension is of class C2 with respect to the spatial variables (which is the case
for a solution as in proposition 5.5).
With the flux at hand, we may now state the generalised form of lemma 5.1,

which gives the adjointness relation for the Kolmogorov operators Ln and L∗n with
non-vanishing boundary terms:

5.7 Proposition. For n ∈ N+ and u, ϕ ∈ C2(∆n

)
, we have

(Lnu, ϕ)n = −
∫

∂n−1∆n

ϕGu · ν dλλn−1 + (u, L∗nϕ)n (5.47)

with Gu being the flux of u and ν the outward unit surface normal to ∂∆n.

Proof. We use the integration by parts formula∫
Ω

∂u

∂xi
ϕdΩ =

∫
∂Ω

ϕu νi d∂Ω−
∫
Ω

u
∂ϕ

∂xi
dΩ, (5.48)

holding for a domain Ω with piecewise continuous boundary ∂Ω, u, ϕ ∈ C1(Ω) and
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νi being the i-th component of the outward unit surface normal to ∂Ω. This yields

(Lnu, ϕ)n = −
∫

∆n

∑
i

∂

∂xi
Gi
uϕdλλn

= −
∫
∂∆n

∑
i

Gi
uν

iϕdλλn−1 +
∫

∆n

∑
i

Gi
u

∂

∂xi
ϕdλλn. (5.49)

∂∆n \
⋃n−2
k=0 ∂k∆n clearly is a null set with respect to λλn−1, and we may hence replace

the domain of integration at the first summand by ∂n−1∆n. For the second term,
we apply the integration by parts formula again (also using the modified domain of
integration):∫

∆n

∑
i

Gi
u

∂

∂xi
ϕdλλn = −

∫
∂n−1∆n

1
2
∑
i,j

xi(δij − xj)uνj
∂

∂xi
ϕdλλn−1

+
∫

∆n

1
2
∑
i,j

aiju
∂2

∂xi∂xj
ϕdλλn. (5.50)

For the appearing boundary integral over ∂n−1∆n =
⋃n
l=0 ∆(In\{l})

n−1 , we have νj = −δjl
on ∆(In\{l})

n−1 , l = 1, . . . , n and νj = 1√
n
on ∆(In\{0})

n−1 , which yields

∑
j

xi(δij − xj)uνj = −xi(δil − xl)u = 0 on ∆(In\{l})
n−1 =

{
xl = 0

}
(5.51)

and

∑
j

xi(δij − xj)uνj = 1√
n

∑
j

xi(δij − xj)u

= 1√
n
xi
(

1−
∑
j

xj
)
u = 0 on ∆(In\{0})

n−1 =
{

1−
∑
j

xj = 0
}
,

(5.52)
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thus the second integral over ∂n−1∆n vanishes. Altogether, we have

(Lnu, ϕ)n = −
∫

∂n−1∆n

∑
i

Gi
uν

iϕdλλn−1 +
∫

∆n

u
1
2
∑
i,j

aij
∂2

∂xi∂xj
ϕdλλn (5.53)

= −
∫

∂n−1∆n

Gu · νϕ dλλn−1 + (u, L∗nϕ)n.

Thus, if only employing ( · , · )n for the generic product [ · , · ] in equation (5.36), we
do not yet get that the weak formulation of the Kolmogorov forward equation and
hence the moments equation (5.33) is satisfied by a solution u of the Kolmogorov
forward equation (5.19) – which is of no surprise as this does not account for the
boundary at all. However, integrating the flux Gu on ∂n−1∆n over time as boundary
values (as in the 1-dimensional setting), already yields a limited version of the desired
moments condition: For ϕ : ∆n −→ R being a polynomial of degree less than 2, thus
with

L∗ϕ = 0, (5.54)

proposition 5.7 yields for a solution u of equation (5.19) resp. for the flux Gu of its
continuous extension to ∂∆n

∂

∂t
(u, ϕ)n = (Lnu, ϕ)n = −

∫
∂n−1∆n

Gu · νϕ dλλn−1, (5.55)

which may be integrated over t, yielding

(u(t), ϕ)n = −
∫

∂n−1∆n

t∫
0

Gu(τ) · νϕ dτdλλn−1 + (u(0), ϕ)n. (5.56)

For ϕ = 1 and ϕ = xi, i = 1, . . . , n, this results in:

5.8 Lemma. For n ∈ N+ and a solution u : (∆n)∞ −→ R of the Kolmogorov forward
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equation (5.19) (cf. proposition 5.5), we have

∫
∆n

u(t) dλλn +
∫

∂n−1∆n

t∫
0

Gu(τ) · ν dτdλλn−1 =
∫

∆n

u(0) dλλn ≡ 1, (5.57)

∫
∆n

xiu(t) dλλn +
∫

∂n−1∆n

xi
t∫

0

Gu(τ) · ν dτdλλn−1 =
∫

∆n

xiu(0) dλλn ≡ pi, i = 1, . . . , n

(5.58)

for all t ≥ 0; the right equalities hold for u(0, x) = δp(x), p ∈ ∆n.

Thus, we already obtain conservation laws for the total mass and the first moments
if the accumulated flux on the boundary is added to the solution as an extra (n− 1)-
dimensional weight on the boundary. This accumulated flux may be calculated
explicitly as the normal component of the flux G⊥ = G · ν becomes on ∆(In\{l})

n−1 ⊂
∂n−1∆n, l = 1, . . . , n

G · ν = −Gl = 1
2
∑
j

∂

∂xj
(xl(δlj − xj)u)

= 1
2
∑
j 6=l

(−xlu− xlxj ∂

∂xj
u)− 1

2(1− 2xl)u− 1
2x

l(1− xl) ∂

∂xl
u

= 1
2u (5.59)

and on ∆(In\{0})
n−1 ⊂ ∂n−1∆n

G · ν = 1√
n

∑
i

Gi = − 1
2
√
n

∑
i,j

∂

∂xj
(xi(δij − xj)u)

= − 1
2
√
n

(∑
i,j
j 6=i

(−xiu− xixj ∂
∂xi

u) +
∑
i

(
(1− 2xi)u+ xi(1− xi) ∂

∂xi
u
))
,

which equals, accounting for
∑

i x
i = 1 and

∑
j,j 6=i x

j = 1− xi on ∆(In\{0})
n−1 ,

= − 1
2
√
n

(
(−n+ 1)u+ (n− 2)u

)
= 1

2
√
n
u. (5.60)
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Thus, if we introduce a rescaled version λλ?k of the measure λλk (cf. p. 119) for
k = 1, . . . , n such that∫

∆(Ik)
k

dλλ?k = 1
k! for all index sets Ik ⊂ In, (5.61)

we may rewrite equation (5.47) due to the generalised Pythagorean theorem (cf.
equation (5.10)) as

(Lnu, ϕ) = −1
2

∫
∂n−1∆n

ϕudλλ?n−1 + (u, L∗nϕ) (5.62)

and reformulate the preceding lemma correspondingly:

5.9 Lemma. For n ∈ N+ and a solution u : (∆n)∞ −→ R of the Kolmogorov forward
equation (5.19) (cf. proposition 5.5), we have

∫
∆n

u(t) dλλn + 1
2

∫
∂n−1∆n

t∫
0

u dτdλλ?n−1 =
∫

∆n

u(0) dλλn ≡ 1, (5.63)

∫
∆n

xiu(t) dλλn + 1
2

∫
∂n−1∆n

xi
t∫

0

u dτdλλ?n−1 =
∫

∆n

xiu(0) dλλn ≡ pi, i = 1, . . . , n

(5.64)

for all t ≥ 0; the right equalities hold for u(0, x) = δp(x), p ∈ ∆n.

However, this concept of a solution in ∆n plus accumulated flux on the boundary
∂n−1∆n is not yet sufficient as in general it does not yield the desired evolution laws
for moments of degree 2 or higher (a more detailed discussion is postponed to p. 143),
nor does ∂n−1∆n account for the full boundary ∂∆n. Thus, we may still strive to
extend the construction of boundary data to the remaining boundary instances.

To this end, we first note that the incoming flux on ∂n−1∆n for n ≥ 2 should not
be accumulated statically (as it is only in 0 dimensions), but rather evolve as if it
was an (n− 1)-dimensional Wright–Fisher process, i. e. as a subsolution on ∂n−1∆n.
We may then carry forward the construction of boundary data to the boundary
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instance of subsequent lower dimension by assessing the respective boundary flux
of the subsolutions on each ∂n−2∆n−1. Continuing this scheme successively to all
boundary instances of descending dimension leads us to the following definition (cf.
also the corresponding definition in equation (4.43) for the 1-dimensional case):

5.10 Definition. For ∆(In)
n with In = {0, 1, . . . , n} and a solution u :

(
∆(In)
n

)
∞ −→ R

of the Kolmogorov forward equation (5.19) for given f : ∆(In)
n −→ R as in proposi-

tion 5.5, a hierarchical extension

U :
(
∆(In)
n

)
∞ −→ R with U(x, t) :=

n∑
k=0

Uk(x, t)χ∂k∆(In)
n

(x) (5.65)

is given by

Uk :
(
∂k∆(In)

n

)
∞−→ R with Uk(x, t) :=


u(x, t) for x ∈ ∆(In)

n ≡ ∂n∆(In)
n

Uk,Ik(x, t) for x ∈ ∆(Ik)
k ⊂ ∂k∆(In)

n , Ik ⊂ In

0 else
(5.66)

for all 0 ≤ k ≤ n and

Uk,Ik :
(
∆(Ik)
k

)
∞ −→ R with Uk,Ik(x, t) :=

t∫
0

uτk,Ik(x, t− τ) dτ (5.67)

for 0 ≤ k ≤ n − 1 and for all subsets Ik ⊂ In and with uτk,Ik(x, t) :
(
∆(Ik)
k

)
∞ −→ R

being a solution ofLku(x, t) = ∂
∂t
u(x, t) (x, t) ∈

(
∆(Ik)
k

)
∞

u(x, 0) =
∑

Ik+1⊃Ik G
⊥
Uk+1,Ik+1

(x, τ) x ∈ ∆(Ik)
k

(5.68)

for all τ > 0 as in proposition 5.5 and with G⊥Uk+1,Ik+1
being the normal component

of the flux of the continuous extension of Uk+1,Ik+1 to ∆(Ik+1)
k+1 .

5.11 Remark. For a given solution u of equation (5.19), the induced boundary
functions Uk on ∂k∆(In)

n for 0 ≤ k ≤ n − 1 in general do not fulfil the equation
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∂
∂t
Uk = LkUk in some ∆(Ik)

k ⊂ ∂k∆(In)
n and consequently are not solutions of the

corresponding k-dimensional problem (5.19) in ∆(Ik)
k , which is due to the incoming flux

of probability density from the higher-dimensional entities (cf. also the considerations
on pp. 123 f.). Thus in the considered forward case, the process in a domain (if
interpreted as a certain boundary part of a higher-dimensional domain) is affected by
entities of all higher dimensions subsequently, whereas conversely the process gives
rise to boundary processes on entities of all lower dimensions. When only considering
the interior of the domain of highest dimension, boundary values may be ignored (as
they are a consequence of only the process itself), and the problem is fully stated by
equation (5.19).

5.3.3 An application of the hierarchical conception

As demonstrated in the preceding section, the hierarchical extension scheme of a
solution in ∆n to ∆n proceeds successively from the interior to boundary instances of
subsequent lower dimension, while on every such a k-dimensional boundary instance
a corresponding subsolution exists. The idea now is to also utilise this concept
for the formulation of the moments and the related weak equation: We may thus
define an integration over ∆n resp. redefine the (generic) product [ · , · ] on ∆n from
equation (5.34) such that it takes into account the descending dimensionality of
boundary instances appropriately. This is essentially rendered by an integration with
respect to a measure of corresponding dimension on lower-dimensional boundary
instances, i. e. as in the product [ · , · ]n on ∆n (cf. equation (5.12)).

When applying this concept, we obtain for the formulation of the moments of the
process in equation (5.36)

µ̄α(t) :=
n∑
k=0

∫
∂k∆n

U(x, t)xα λλk(dx) ≡
[
U, xα

]
n
, t ≥ 0, α = (α1, . . . , αn), (5.69)

whereas the weak formulation of the Kolmogorov forward equation (5.40) turns into
[
∂

∂t
U(t), ϕ

]
n

=
[
U(t), L∗ϕ

]
n

for t ∈ (0,∞)[
U( · , 0), ϕ

]
n

=
[
f, ϕ

]
n

 for all ϕ ∈ C∞(∆n) (5.70)
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with the integrability requirement then being U( · , t), ∂
∂t
U( · , t), f ∈ L2(⋃n

k=0 ∂k∆n

)
for t ≥ 0.
Even with the modified formulation in equation (5.70), we note that lemma 5.6

still holds as in the corresponding proof, no specific form of the product on ∆n was
required. Now, we may actually give its accurate formulation:

5.12 Lemma. A function U :
(
∆n

)
∞ −→ R, U( · , t), ∂

∂t
U( · , t) ∈ L2(⋃n

k=0 ∂k∆n

)
for t ≥ 0 with corresponding moments [U(t), xα]n, α = (α1, . . . , αn), t ≥ 0 fulfill-
ing the moments evolution equation (5.33) also solves the weak formulation of the
Kolmogorov forward equation (5.70) and conversely.

For the hierarchically extended solution and the product [ · , · ]n, we may now prove
that in continuation of lemma 5.1 and proposition 5.7 the following assertion holds:

5.13 Proposition. A hierarchical extension U :
(
∆(In)
n

)
∞ −→ R (cf. definition 5.10)

of a solution u of the Kolmogorov forward equation (5.19) in ∆n fulfils[
∂

∂t
U(t), ϕ

]
n

=
[
U(t), L∗ϕ

]
n

(5.71)

for ϕ ∈ C∞
(
∆(In)
n

)
and for all t ∈ (0,∞).

Proof. By proposition 5.7 we have for Un ≡ u and arbitrary ϕ ∈ C∞
(
∆(In)
n

)
(
∂

∂t
Un, ϕ

)
n

=
(
LnUn, ϕ

)
n

= −
∫

∂n−1∆(In)
n

ϕG⊥Un dλλn−1 +
(
Un, L

∗
nϕ
)
n

(5.72)

with G⊥Un = GUn · ν denoting the (normal) flux of the continuous extension of Un
to ∂n−1∆(In)

n . The appearing boundary integral may be expressed in terms of the
evolution of the boundary function Un−1 that lives on ∂n−1∆(In)

n . As this implies
a hierarchical dependence on the particular subprocesses, we directly start our
consideration for arbitrary k ∈ {1, . . . , n}. Then we have by proposition 5.7 and for
all Ik ⊂ In∫

∆(Ik)
k

(LkUk,Ik)ϕdλλk = −
∫

∂k−1∆(Ik)
k

ϕG⊥Uk,Ik
dλλk−1 +

∫
∆(Ik)
k

Uk,IkL
∗
kϕdλλk (5.73)
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with GUk,Ik
again denoting the flux of the continuous extension of Uk,Ik to ∂k−1∆(Ik)

k

(not to be confused with the proper boundary function Uk−1 on ∂k−1∆(In)
n ). This

may be summarised for the whole k-dimensional boundary ∂k∆(In)
n of ∆(In)

n by
summing over all ∆(Ik)

k ⊂ ∂k∆(In)
n resp. all subsets Ik ⊂ In. This yields (because of⋃

Ik⊂In ∆(Ik)
k = ∂k∆(In)

n and the definition of Uk)∫
∂k∆(In)

n

(LkUk)ϕdλλk =
∑
Ik⊂In

∫
∂k−1∆(Ik)

k

ϕG⊥Uk,Ik
dλλk−1 +

∫
∂k∆(In)

n

UkL
∗
kϕdλλk, (5.74)

which may be rewritten by transforming the boundary term using
⋃
Ik⊂In ∂k−1∆(Ik)

k =⋃
Ik−1⊂In ∆(Ik−1)

k−1 and employing the product notation:

(
LkUk, ϕ

)
k

=
∑

Ik−1⊂In

∫
∆

(Ik−1)
k−1

ϕ
∑

Ik⊃Ik−1

G⊥Uk,Ik
dλλk−1 +

(
Uk, L

∗
kϕ
)
k
. (5.75)

Now, the sum of fluxes appearing herein may be expressed in terms of the evolution
of the associated boundary function Uk−1,Ik−1 on ∆(Ik−1)

k−1 for every Ik−1 ⊂ In. By the
chain rule, we have on ∆(Ik−1)

k−1

∂

∂t
Uk−1,Ik−1(x, t) = ∂

∂t

t∫
0

uτk−1,Ik−1
(x, t− τ) dτ

= uτk−1,Ik−1
(x, t− τ)

∣∣
τ=t +

t∫
0

∂

∂t
uτk−1,Ik−1

(x, t− τ) dτ

= utk−1,Ik−1
(x, 0) +

t∫
0

Lk−1u
τ
k−1,Ik−1

(x, t− τ) (5.76)

by the solution property of uτk−1,Ik−1
. Interchanging Lk−1 with the τ -integration and

substituting utk−1,Ik−1
(x, 0) by the initial values as prescribed altogether yields:

−
∑

Ik⊃Ik−1

G⊥Uk,Ik
(x, t) = − ∂

∂t
Uk−1,Ik−1(x, t) + Lk−1Uk−1,Ik−1(x, t). (5.77)
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Multiplying this with ϕ, integrating over ∆(Ik−1)
k−1 and summing over all Ik−1 ⊂ In

results in

−
∑

Ik−1⊂In

∫
∆

(Ik−1)
k−1

ϕ
∑

Ik⊃Ik−1

G⊥Uk,Ik
dλλk−1

=−
∑

Ik−1⊂In

∫
∆

(Ik−1)
k−1

ϕ
∂

∂t
Uk−1,Ik−1 dλλk−1 +

∑
Ik−1⊂In

∫
∆

(Ik−1)
k−1

ϕLk−1Uk−1,Ik−1 dλλk−1

=−
(
∂

∂t
Uk−1, ϕ

)
k−1

+
(
Lk−1Uk−1, ϕ

)
k−1 (5.78)

because of
⋃
Ik−1⊂In ∆(Ik−1)

k−1 = ∂k−1∆(In)
n . Combining this with equation (5.75), we

get

(
LkUk, ϕ

)
k

= −
(
∂

∂t
Uk−1, ϕ

)
k−1

+
(
Lk−1Uk−1, ϕ

)
k−1 +

(
Uk, L

∗
kϕ
)
k
, (5.79)

which – by assumption – holds for all k ∈ {1, . . . , n}. Hence, this formula may be
iterated over k, yielding (

∂

∂t
Un, ϕ

)
n

=
(
LnUn, ϕ

)
n

⇔
(
∂

∂t
Un, ϕ

)
n

+
(
∂

∂t
Un−1, ϕ

)
n−1

=
(
Un, L

∗
nϕ
)
n

+
(
Ln−1Un−1, ϕ

)
n−1

...

⇔
n∑
k=0

(
∂

∂t
Uk, ϕ

)
k

=
n∑
k=1

(
Uk, L

∗
kϕ
)
k

+
(
L0U0, ϕ

)
0, (5.80)

wherein the last summand on the right-hand side may (formally) be replaced by(
U0, L

∗
0ϕ
)

0 as they both vanish due to L0 = L∗0 = 0, thus proving the assertion.

By lemma 5.12 we immediately obtain (going beyond the results of lemma 5.8 and
lemma 5.9):

5.14 Corollary. All moments µ̄α(t), t ≥ 0 as defined in equation (5.69) of a hi-
erarchical extension U :

(
∆(In)
n

)
∞ −→ R (cf. definition 5.10) of a solution u of
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the Kolmogorov forward equation (5.19) in ∆n satisfy the moments evolution equa-
tion (5.33).

Proof. For ϕ = 1 and ϕ = xi, we have L∗(ϕ) = 0, thus by equation (5.71)

n∑
k=0

(
∂

∂t
Uk, ϕ

)
k

= 0.

Thus, the hierarchical extension of a solution of the Kolmogorov forward equation
(5.19) via the flux of the solution yields the ‘right’ boundary values on the entire
∂∆n in the sense that all moments of the process defined via the hierarchical product
[ · , · ]n in equation (5.69) do behave like the limit of the moments underlying discrete
processes (cf. equation (4.27)), which as well confirms the specific choice of [ · , · ]n.
In particular for the total mass and the expectation value, we again have the desired
conservation laws (by putting ϕ = 1 resp. ϕ = xi and hence L∗(ϕ) = 0):

n∑
k=0

∫
∂k∆n

Uk(x, t) dλλk =
n∑
k=0

∫
∂k∆n

Uk(x, 0) dλλk ≡
∫

∆n

u(x, 0) dλλn (5.81)

and

n∑
k=0

∫
∂k∆n

xiUk(x, t) dλλk =
n∑
k=0

∫
∂k∆n

xiUk(x, 0) dλλk ≡
∫

∆n

u(x, 0) dλλn, i = 1, . . . , n

(5.82)

for t ≥ 0.
Moreover, based on the choice of the product [ · , · ]n, we may show that any

extension of a solution of the Kolmogorov forward equation (5.19) to ∆n yielding the
correct moments already coincides with the hierarchical extension as in definition 5.10,
which is due to lemma 5.12 and the following proposition:

5.15 Proposition. For an initial condition f ∈ L2(∆n), a solution U :
(
∆n

)
∞ −→ R

of the weak Kolmogorov forward equation (5.70) is uniquely defined on ∆n.

5.16 Corollary. For an initial condition f ∈ L2(∆n), a solution U :
(
∆n

)
∞ −→ R of

the weak Kolmogorov forward equation (5.70) coincides with the hierarchical extension
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5.3 Solution schemes for the Kolmogorov forward equation

U :
(
∆n

)
∞ −→ R (cf. definition 5.10) of a solution u of the (strong) Kolmogorov

forward equation (5.19) in ∆n.

For the proof of proposition 5.15, we need the following lemma:

5.17 Lemma. The linear span of
{
ωnϕ ∈ C∞0

(
∆n

)∣∣ϕ eigenfunction of Ln
}
is dense

in C∞c (∆n).

Proof. From proposition 5.4 we already see that the linear combinations of the
eigenfunctions of Ln are dense in C∞(∆n). Dividing a function f ∈ C∞c (∆n) by ωn
(cf. lemma 5.2) again yields a function in C∞c (∆n) ⊂ C∞0 (∆n) as ωn is in C∞0 (∆n)
itself and positive in the interior ∆n.

Proof of proposition 5.15. Assume that U ′ :
(
∆n

)
∞ −→ R is another solution of

equation (5.70) for a given initial condition f . We will subsequently show the
accordance of U and U ′ on all ∂k∆n ⊂ ∆n for k = n, . . . , 0. Starting with ∂n∆n ≡ ∆n,
we have: For an eigenfunction ϕ ∈ C∞(∆n) of Ln (corresponding to the eigenvalue
λ), we obtain by lemma 5.2 that ψ := ωnϕ is an eigenfunction of L∗n corresponding
to the eigenvalue λ and – by nature of ωn – ψ ∈ C∞0 (∆n). For such a ψ, the weak
Kolmogorov forward equation (5.70) then reduces to(

∂

∂t
U, ψ

)
n

= (U,L∗nψ)n ≡ −λ(U, ψ)n (5.83)

and (
∂

∂t
U ′, ψ

)
n

= (U ′, L∗nψ)n ≡ −λ(U ′, ψ)n (5.84)

respectively. Consequently, by t-integration we have

(U(t), ψ)n = e−λt(U(0), ψ)n, (5.85)

(U ′(t), ψ)n = e−λt(U ′(0), ψ)n, (5.86)

from which we obtain via U(0) = U ′(0) = f

(U(t), ψ)n = (U ′(t), ψ)n for t ≥ 0 (5.87)
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and for all eigenfunctions ψ. Since the linear span of these functions is dense in
C∞c (∆n) (cf. lemma 5.17), U and U ′ agree in ∆n.

Now, we proceed inductively. Assuming that the accordance of U and U ′ is already
shown for all ∂k∆n ⊂ ∆n with k > m, then for an eigenfunction ϕ : ∆m −→ R of
Lm (corresponding to the eigenvalue λ), ψ := ωmϕ again is an eigenfunction of L∗m
corresponding to eigenvalue λ and – by nature of ωm – ψ ∈ C∞0 (∆m). From any such
ψ : ∆m −→ R, a function ψ : ∆(In)

n −→ R may be composed, e. g. by copying ψ to
∆(Im)
m ⊂ ∂m∆n for all Im ⊂ In and employing convex combination of the boundary

values to spread to all higher dimensional (boundary) instances subsequently while
putting ψ := 0 on all lower dimensional boundary instances. Of course, ψ is generally
not an eigenfunction of L∗ in ∆n, but we still have (L∗ψ)

∣∣
∆(Im)
m

= L∗mψ = −λψ for
all ∆(Im)

m ⊂ ∂∆n.
For such a ψ, the weak Kolmogorov forward equation (5.70) is rendered into(

∂

∂t
U, ψ

)
m

= −
(
U,L∗nψ

)
m

+
n∑

k=m+1

((
∂

∂t
U, ψ

)
k

−
(
U,L∗kψ

)
k

)
(5.88)

and (
∂

∂t
U ′, ψ

)
m

= −
(
U ′, L∗nψ

)
m

+
n∑

k=m+1

((
∂

∂t
U ′, ψ

)
k

−
(
U ′, L∗kψ

)
k

)
(5.89)

with the sums on the right agreeing as U = U ′ on all ∂k∆n with k > m, hence(
∂

∂t
(U − U ′), ψ

)
m

=
(
U ′ − U,L∗nψ

)
m
≡ λ

(
U ′ − U, ψ

)
m
, (5.90)

which yields – analogously to our considerations above – U = U ′ in ∂m∆n on account
of the completeness of the ψ’s and the initial condition.

Thus, with the additional assumptions that the moments of the process coincide
with the limits of the moments of the underlying discrete processes, we altogether have
as a generalisation of the corresponding result in proposition 4.5 for the 1-dimensional
model:
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5.18 Theorem. For n ∈ N and a given initial condition f ∈ L2(∆n), the Kolmogorov
forward equation corresponding to the diffusion approximation of the n-dimensional
Wright–Fisher model (5.19) always allows a unique extended solution U :

(
∆n

)
∞ −→

R in the sense that U |∆n is a solution of equation (5.19) and that its moments
µ̄α(t) :=

[
U(t), xα

]
n
, t ≥ 0 (cf. equation (5.69)) fulfil the n-dimensional moments

evolution equation (5.33).

Finally, it may be illustrated that the presented hierarchical extension scheme
for solutions is qualitatively different from the extension scheme in 1 dimension as
the obtained boundary values are no longer static as already observed on pp. 134 f.
However, for an attempt of also equipping the n-dimensional setting with static
boundary values, one might consider a (simple) extension û : (∆n)∞ −→ R of a
solution u of the Kolmogorov forward equation (5.19) in ∆n that has the t-integral of
the outward normal component of the flux

∫ t
0 Gu(τ) · ν dτ added as a supplementary

(n− 1)-dimensional mass on the boundary ∂n−1∆n (and vanishes elsewhere on ∂∆n).
For such a solution, we have already shown in lemma 5.8 that at least total mass
and expectation values are preserved.
However, we may now demonstrate that in general all higher moments do not

evolve as required by the moments evolution equation (5.33): For the t-derivative
of û, we then have correspondingly

ût =


ut = Lnu in ∆n

Gu · ν in ∂n−1∆n

0 else

(5.91)

and thus by virtue of proposition 5.7

[ût, ϕ]n = (Lnu, ϕ)n +
∫

∂n−1∆n

ϕGu · ν dλλn−1 = (u, L∗nϕ)n for all ϕ ∈ C∞(∆n)

≡ [û, L∗ϕ]n − (û, L∗n−1ϕ)n−1, (5.92)

signifying that û only fulfils the weak formulation of the Kolmogorov forward equation
(5.70) for such a ϕ with (û, L∗ϕ)n−1 vanishing. Specifying the assertion of lemma 5.8,
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5 Analytic aspects of the diffusion approximation of the n-dim. Wright–Fisher model

a sufficient condition for this would be L∗nϕ|∂n−1∆n = 0, which is the case for
ϕ ∈ {1}∪{xi|i = 1, . . . , n}∪Bn with Bn :=

{
ωnψ ∈ C∞0 (∆n)

∣∣ψ eigenfunction of Ln
}

(for ωn, cf. lemma 5.2), but not generally for all ϕ ∈ C∞(∆n). Hence, û is not a
solution of the weak equation – which is no surprise as it is not a hierarchically
extended solution on ∆n as in definition 5.10, which we have shown to be the unique
solution. In the 1-dimensional case, though, the linear span of {1} ∪ {x} ∪ B1 is
dense in C∞(∆1) (cf. lemma 5.17), signifying that equation (5.70) is fulfilled for all
ϕ ∈ C∞(∆1) and that hence û is a solution of the corresponding weak equation (cf.
also the proof of proposition 4.5). This again is in accordance with the model as in 1
dimension the full dynamics of the model (thus accumulation at the boundary) are
captured by û (cf. also pp. 102 et seq.).

5.3.4 Conclusion and outlook

The presented methods allow a complete and valid solution of the diffusion ap-
proximation of an n-dimensional Wright–Fisher model in the sense that this model
behaves analogously to what one would expect from the underlying discrete model,
in particular including all results found for the 1-dimensional case. By the stated
extension scheme to the boundary resp. its equivalent, the weak formulation of the
Kolmogorov forward equation, it is also possible to construct a solution on the closure
of the simplex explicitly (this is carried out in [30]), from which it is e. g. possible to
calculate fixation probabilities for certain alleles or exit times from a given domain.
For a most universal application, however, it would be expedient to generalise the
model by incorporating further evolutionary mechanism as selection, mutation or
recombination (and eventually coarse-graining). The corresponding Kolmogorov
equations (for a diploid model) have been presented in chapter 3, and one would
expect that a full solution of these generalised equations again involves a hierarchical
account of the boundary structure of the simplex.
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5.4 The Kolmogorov backward equation

5.4 The Kolmogorov backward equation
Following our discussion of the Kolmogorov forward equation for the diffusion
approximation of an n-dimensional Wright–Fisher model in the preceding section, we
will now analyse its counterpart, the corresponding Kolmogorov backward equation
(for the definitions cf. section 2.4.1). The equation again may be stated by making
use of proposition 2.9 applied to the current setting of 1 locus and n alleles and
separately stating the final condition f for t = 0, which corresponds to a certain
(generalised) target set. At first again only considering the (open) simplex ∆n, this
yields − ∂

∂t
u(p, t) = L∗nu(p, t) in (∆n)−∞ = ∆n × (−∞, 0)

u(p, 0) = f(p) in ∆n, f ∈ L2(∆n)
(5.93)

for u( · , t) ∈ C2(∆n) for each fixed t ∈ (−∞, 0) and u(x, · ) ∈ C1((−∞, 0)) for each
fixed x ∈ ∆n and with the n-dimensional backward operator as in equation (5.21),
i. e.

L∗nu(p) := 1
2

n∑
i,j=1

(
pi(δij − pj)

) ∂2

∂pi∂pj
u(p). (5.94)

In accordance with our considerations in section 4.2 for the 1-dimensional model,
the backward solution u(p, t) now expresses the probability of having started in some
p ∈ ∆n at the negative time t conditional upon being in a certain state u(p, 0) = f(p)
at time t = 0, i. e. having reached the corresponding target set.

5.4.1 Solution schemes for the Kolmogorov backward equation

Since the Kolmogorov operator Ln and L∗n are linked through the adjointness relation
given in lemma 5.1, the generalised Gegenbauer polynomials in ∆n introduced in
proposition 5.4 also occur as eigenfunctions of the Kolmogorov backward operator as is
illustrated in lemma 5.2. All these eigenfunctions acquired by the adjointness relation
are in C∞0 (∆n), but L∗n in ∆n possesses even more eigenfunctions (in particular for
smaller eigenvalues) as all eigenfunctions of L∗k in ∆k for some 0 ≤ k < n also occur
as eigenfunctions of L∗n by e. g. constant extension.
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5 Analytic aspects of the diffusion approximation of the n-dim. Wright–Fisher model

With the eigenfunctions given, the construction of a solution of equation (5.93) in
∆n is rather straightforward. However, the – in comparison with the forward case –
larger set of eigenfunctions causes ambiguities when decomposing a final condition in
terms of eigenfunctions with differently evolving solutions (analogous to the 1-dimen-
sional case), for which reason the choice of eigenfunctions needs to be restricted to
the ‘proper’ eigenfunctions in the domain, i. e. those in C∞0 (∆n), which are derived
from eigenfunctions of Ln; this is also sufficient as their linear span is already dense
in L2(∆n) (cf. proposition 5.4 and lemma 5.17). Correspondingly, a solution by
proper eigenfunctions will be called a proper solution of the Kolmogorov backward
equation in ∆n, and hence, the existence and uniqueness of a solution observed in
the forward case directly translates into a corresponding backward counterpart of
proposition 5.5; equivalent results may also be found in the literature (e. g. [22]):

5.19 Proposition. For n ∈ N and a given final condition f ∈ L2(∆n), the Kol-
mogorov backward equation corresponding to the diffusion approximation of the
n-dimensional Wright–Fisher model (5.93) always allows a unique proper solu-
tion u :

(
∆n

)
−∞ −→ R with u( · , t) ∈ C∞0 (∆n) for each fixed t ∈ (−∞, 0) and

u(x, · ) ∈ C∞((−∞, 0)) for each fixed x ∈ ∆n.

The notion of a proper solution in ∆n in terms of the C∞0 (∆n)-eigenfunctions also
corresponds with the probabilistic interpretation of the solution as the hit probability
for (subsets of) the interior ∆n is obviously higher when starting rather in the middle
of the domain than close to the boundary. This already hints at the problem that
we are going to address next: the inclusion of the boundary into the model, i. e.
setting up a solution scheme for the entire ∆n. This will also clarify the role of the
non-proper eigenfunctions of L∗n, which will be interpreted in terms of an extension
of proper solutions in sub-dimensional boundary instances of the domain.

5.4.2 Inclusion of the boundary and the extended Kolmogorov
backward equation

Again, an inclusion of the boundary cannot be done by an extension of the proper
solutions obtained in proposition 5.19 (as has been carried out in the forward case)
since the continuous extension of such a solution always vanishes on the boundary by
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definition. However, the concept of solution still may be extended to the boundary
if we reverse our angle of view and rather look for an extension of the yet to be
determined, specific boundary values into the interior than for a continuation the
other way round as has been implemented in the 1-dimensional case (cf. section 4.2.2).
Likewise, this approach will rather match the backward setting with its reversed
sense of time.
Such an extension may be accomplished by (at first formally) augmenting the

domain of equation (5.93) such that it comprises the entire ∆n. Thus, we may state
an extended Kolmogorov backward equation by− ∂

∂t
u(p, t) = L∗u(p, t) in

(
∆n

)
−∞ = ∆n × (−∞, 0)

u(p, 0) = f(p) in ∆n, f ∈ L2(⋃n
k=0 ∂k∆n

) (5.95)

for (preliminarily at least) u( · , t)|∆n ∈ C2(∆n) for each fixed t ∈ (−∞, 0) and
u(x, · ) ∈ C1((−∞, 0)) for each fixed x ∈ ∆n.
Likewise, we may also prescribe an extended final condition f which is defined

on ∆n, i. e. any boundary instance may also belong to the target set considered.
With n dimensions, the boundary now has a hierarchical structure, i. e. it comprises
collections of simplices of different dimension. On each of them we may observe
an (extended) solution as all these entities represent a certain state of the model.
Correspondingly, the associated integrability criterion is such that the extended final
condition needs to be of class L2 on every (boundary) instance of the domain.

Regarding the dynamics of such boundary functions, we note that now the configu-
ration on the boundary is no longer static in general (which distinguishes this problem
also from usual final-boundary value problems; this is only true for 0-dimensional
entities), but is again subject to the same type of evolution, merely in different
dimension. Hence, the dynamics may be formulated by using L∗k with k being the
corresponding dimension resp. by L∗n restricted to the corresponding domain – as
this just matches the degeneracy behaviour of L∗n (cf. lemma 5.3). Hence, the index
may be omitted, and we may just write L∗ (for dimension 0, i. e. the vertices, no
evolution is present, and we formally put L∗ = L∗0 := 0 there as already described
in section 4.2.2). For this reason, it is also justified by the considered model to
formulate equation (5.93) to hold on the boundary as well since this exactly captures
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the dynamics on all lower dimensional entities of the domain.
The corresponding regularity requirement with respect to the spatial variables

for a solution of equation (5.95) is that it needs to be at least of class C2 in every
boundary instance (actually, a solution typically always is of class C∞, which likewise
applies to each boundary instance). In principle, this conception would still allow for
piece-wise defined solutions on ∆n as observed in the forward case. However, in terms
of the probabilistic interpretation, a solution should be continuous when approaching
a boundary since small portions of an allele – which would else be non-existent –
should not affect hit probabilities substantially; this, however, only holds true for a
single allele in question and hence for boundary relations with exactly one dimension
in difference, i. e. for ∆(Ik)

k and a boundary face ∆k−1 ⊂ ∂k−1∆(Ik)
k . Correspondingly,

with the restriction property of L∗ given, a natural assumption would be that L∗u
is continuous up to the boundary, for which u ∈ C2(∆k−1 ∪∆(Ik)

k ) with respect to
the spatial variables – respectively u ∈ C2(∂k−1∆(Ik)

k ∪∆(Ik)
k ) if all relevant boundary

faces shall be accounted for – is sufficient.
Globally, we may thus require that such a property applies to all possible boundary

transitions within ∆n and define correspondingly for l ∈ N ∪ {∞}

u ∈ C l
p

(
∆n

)
:⇔ u|∆(Id)

d ∪∂d−1∆(Id)
d

∈ C l(∆(Id)
d ∪ ∂d−1∆(Id)

d ) for all Id ⊂ In, 1 ≤ d ≤ n

(5.96)

with respect to the spatial variables, implying that L∗ is continuous at all boundary
transitions within ∆n. For later purposes, we also introduce a special version for
ascending chains of (sub-)simplices with a more specific boundary condition and
hence put for index sets Ik ⊂ . . . ⊂ In and again for l ∈ N ∪ {∞}

u ∈ C l
p0

( n⋃
d=k

∆(Id)
d

)
:⇔


u|∆(Id)

d

is extendable to ū ∈ C l(∆(Id)
d ∪ ∂d−1∆(Id)

d ) with

ū|
∂d−1∆(Id)

d

= uχ
∆

(Id−1)
d−1

χ{d>k} for all max(1, k) ≤ d ≤ n

(5.97)

with respect to the spatial variables. We note that such a function may straightfor-
wardly be completed into a function defined on the entire ∆n by putting u := 0 on
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∆n \
(⋃n

d=k ∆(Id)
d

)
for corresponding t; however, such an extension is generally not

of class C l
p

(
∆n

)
w. r. t. the spatial variables.

These specific regularity properties are better adapted to the model than a global
regularity property for ∆n (as this would limit the choice of solutions excessively
otherwise), and we may hence use a regularity as in equality (5.97) as the standard
requirement w. r. t. the spatial variables for solutions of the extended Kolmogorov
backward equation (5.95), with l = 2 as needed for L∗ (this will also apply when
talking of a ‘smooth’ function throughout the remainder of this chapter; likewise,
‘smoothly extendable’ is meant to signify that a continuous extension exists and is at
least of class C2). For the sake of completeness, we also list a corresponding property
for the final condition being

f ∈ L2
( n⋃
d=k

∆(Id)
d

)
:⇔

f |∆(Id)
d

is λλd-measurable and∫
∆(Id)
d

|f(x)|2 λλd(dx) <∞ for all d = k, . . . , n,
(5.98)

which is a refined version of the previous definition in equation (5.14).
Within the extended setting, we again expect the solution to depend crucially on

the situation on the boundary: Whenever some boundary instance is included into
the target set, this alters the probability of having started there for all accessible
boundary instances of higher dimension as the process inevitably tends towards
corresponding (lower-dimensional) boundary entities.

5.4.3 An extension scheme for solutions of the Kolmogorov
backward equation

Having stated the extended Kolmogorov backward equation, we will now present
an extension scheme for solutions of the Kolmogorov backward equation (5.93) in
boundary instances of the considered domain (this may of course be a boundary
instance itself and consequently may allow successive extensions), which will even-
tually lead us to a construction of solutions of the extended Kolmogorov backward
equation (5.95). As in the 1-dimensional case (cf. p. 109), we need to determine
which requirements are to be met by such an extension, and hence we define for
an extension from some simplex of arbitrary dimension d − 1 to the simplex of
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subsequent higher dimension (however, d = 1 requires a somewhat specific treatment;
a probabilistic analysis of these conditions will be provided in the next section):

5.20 Definition (extension constraints). Let Id be an index set with |Id| = d+1 ≥ 2,
0, s ∈ Id and ∆(Id)

d = {(pi)i∈Id\{0}|pi > 0 for i ∈ Id} with p0 := 1 −
∑

i∈Id\{0} p
i.

For d ≥ 2 and a solution u :
(
∆(Id\{s})
d−1

)
−∞ −→ R of the Kolmogorov backward

equation (5.93), i. e. u( · , t) ∈ C∞
(
∆(Id\{s})
d−1

)
for t < 0, u(x, · ) ∈ C∞((−∞, 0)) for

x ∈ ∆(Id\{s})
d−1 and

− ∂

∂t
u = L∗u in

(
∆(Id\{s})
d−1

)
−∞, (5.99)

a function ū :
(
∆(Id)
d

)
−∞ −→ R with ū( · , t) ∈ C∞

(
∆(Id)
d

)
for t < 0 and ū(x, · ) ∈

C∞((−∞, 0)) for x ∈ ∆(Id)
d is said to be an extension of u in accordance with the

extension constraints if

(i) for t < 0 ū( · , t) is continuously extendable to the boundary ∂d−1∆(Id)
d such that

it coincides with u( · , t) in ∆(Id\{s})
d−1 resp. vanishes on the remainder of ∂d−1∆(Id)

d

and is of class C∞ with respect to the spatial variables in ∆(Id)
d ∪ ∂d−1∆(Id)

d ,

(ii) it is a solution of the corresponding Kolmogorov backward equation in
(
∆(Id)
d

)
−∞,

i. e. − ∂
∂t
ū = L∗ū in

(
∆(Id)
d

)
−∞.

For d = 1, this analogously applies to functions u with − ∂
∂t
u = 0 (in accordance with

L∗0 ≡ 0), and consequently the equation in condition (ii) is replaced with L∗ū = 0.
Furthermore, an extension which encompasses multiple extension steps is said to be
in accordance with the extension constraints, if this holds for every extension step.

5.21 Remark. In case of d ≥ 2, if u for t < 0 extends smoothly to the boundary
∂d−2∆(Id\{s})

d−1 such that this extension vanishes everywhere on ∂d−2∆(Id\{s})
d−1 , the above

definition corresponds to (uχ∆(Id\{s})
d−1

+ ūχ∆(Id)
d

) ∈ C∞p0 (∆(Id\{s})
d−1 ∪∆(Id)

d ) with respect
to the spatial variables for t < 0 (cf. equality (5.97)) except for the Kolmogorov
backward equation solution property.

In the following, we will mainly be concerned with the existence of such extensions
which comply with definition 5.20; the issue of their uniqueness will be dealt with
in the next chapter. Corresponding to the chosen separation ansatz (on which the
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result 5.19 is based), the foundation for the construction of an extension as desired
is such of the eigenmodes; the following lemma generalises the existence procedure
applied for extensions from ∂0∆1 in the 1-dimensional case to arbitrary dimension:

5.22 Lemma (extension of eigenfunctions). Let Id be an index set with |Id| = d+1 ≥
2, 0, s ∈ Id and ∆(Id)

d = {(pi)i∈Id\{0}|pi > 0 for i ∈ Id} with p0 := 1 −
∑

i∈Id\{0} p
i.

For d ≥ 2 and an eigenfunction ψ ∈ C∞
(
∆(Id\{s})
d−1

)
of L∗d−1 for the eigenvalue κ ≥ 0,

i. e.

L∗d−1ψ = −κψ in ∆(Id\{s})
d−1 ⊂ ∂∆(Id)

d , (5.100)

a linear interpolation ψ̄ = ψ̄r,s : ∆(Id)
d −→ R of ψ from ∆(Id\{s})

d−1 (source face) towards
∆(Id\{r})
d−1 ⊂ ∂d−1∆(Id)

d for some r ∈ Id \ {s} (target face) is given by

ψ̄r,s(p) := ψ(πr,s(p)) · pr

ps + pr
for p ∈ ∆(Id)

d (5.101)

with πr,s(p1, . . . , pd) = (p̃1, . . . , p̃d) such that p̃s = 0, p̃r = ps + pr and p̃i = pi for
i ∈ Id \ {s, r}.
Then ψ̄ features regularity corresponding to that of as ψ in ∆(Id)

d (i. e. is of class
C∞) and fulfils

L∗dψ̄ = −κψ̄ in ∆(Id)
d . (5.102)

Moreover, ψ̄ extends smoothly to ∆(Id\{s})
d−1 and ∆(Id\{r})

d−1 , and there we have

ψ̄|∆(Id\{s})
d−1

= ψ, ψ̄|∆(Id\{r})
d−1

= 0. (5.103)

If furthermore ψ extends smoothly to ∆(Id\{s,q})
d−2 ⊂ ∂d−2∆(Id\{s})

d for some q ∈ Id\{r, s},
then ψ̄ likewise extends smoothly to ∆(Id\{q})

d−1 . In particular, ψ̄ fulfils the extension
constraint 5.20 (i) if ψ extends smoothly to ∂d−2∆(Id\{s})

d−1 \ ∆(Id\{r,s})
d−2 and vanishes

there.
For d = 1, the preceding statements analogously hold for arbitrary ψ : ∆(I1\{s})

0 −→
R as eigenfunction of L∗0 ≡ 0 for the eigenvalue 0; then, ψ̄ is of class C∞ in ∆(I1)

1 ,
and such an extension is always in accordance with the extension constraint 5.20 (i).
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5 Analytic aspects of the diffusion approximation of the n-dim. Wright–Fisher model

Since the eigenfunctions are the building blocks for a solution scheme, the preceding
lemma directly extends to solutions of the Kolmogorov backward equation:

5.23 Proposition (extension of solutions). Let Id be an index set with |Id| = d+1 ≥
2, 0, s ∈ Id and ∆(Id)

d = {(pi)i∈Id\{0}|pi > 0 for i ∈ Id} with p0 := 1 −
∑

i∈Id\{0} p
i.

For d ≥ 2, a given final condition f ∈ L2(∆(Id\{s})
d−1

)
and a given extension target face

index r ∈ Id \ {s}, a solution u :
(
∆(Id\{s})
d−1

)
−∞ −→ R of the Kolmogorov backward

equation (5.93), u( · , t) ∈ C∞
(
∆(Id\{s})
d−1

)
for t < 0 and u(x, · ) ∈ C∞((−∞, 0)) for

x ∈ ∆(Id\{s})
d−1 , may be extended to a function

ū = ūr,s :
(
∆(Id)
d

)
−∞ −→ R (5.104)

with ū( · , t) ∈ C∞
(
∆(Id)
d

)
for t < 0 and ū(x, · ) ∈ C∞((−∞, 0)) for x ∈ ∆(Id)

d as well
as fulfilling

− ∂

∂t
ū = L∗ū in

(
∆(Id)
d

)
−∞. (5.105)

Furthermore, for t < 0 ū( · , t) smoothly extends to the boundary in ∆(Id\{s})
d−1 with

ū( · , t)|∆(Id\{s})
d−1

= u, in particular ū( · , 0)|∆(Id\{s})
d−1

= f |∆(Id\{s})
d−1

(5.106)

and in ∆(Id\{r})
d−1 with ū( · , t)|∆(Id\{r})

d−1
= 0. If furthermore u( · , t) for q ∈ Id \ {r, s}

extends smoothly to ∆(Id\{q,s})
d−2 ⊂ ∂d−2∆(Id\{s})

d for some t, then ū( · , t) likewise extends
smoothly to ∆(Id\{q})

d−1 . In particular, ū fulfils the extension constraints 5.20 if u( · , t)
extends smoothly to ∂d−2∆(Id\{s})

d−1 \∆(Id\{r,s})
d−2 and vanishes there for t < 0.

For d = 1, the antecedent analogously holds for functions u :
(
∆(I1\{s})

0
)
−∞ −→ R

with u(x, · ) ∈ C∞((−∞, 0)) and ∂
∂t
u = 0; then, ū( · , t) is of class C∞ in ∆(I1)

1

for every t as well as ū(x, · ) ∈ C∞((−∞, 0)) for x ∈ ∆(Id)
d with ∂

∂t
ū = 0, and

equation (5.105) holds correspondingly. Furthermore, this extension always is in
accordance with the extension constraints 5.20.

5.24 Remark. The extension of a solution of the Kolmogorov backward equation
for a final condition f ∈ L2(∆(Id\{s})

d−1
)
as in proposition 5.23 is also applicable for

t = 0, yielding an analogously extended final condition f̄ = f̄ r,s ∈ L2(∆(Id)
d

)
. We

152



5.4 The Kolmogorov backward equation

then have ū( · , 0) ≡ f̄ in ∆(Id)
d by continuous extension as we have u( · , 0) = f in

∆(Id\{s})
d−1 ; however, for d ≥ 2 this extension of f in general does not have the boundary

regularity described due to the missing regularity of f (and hence in general does
not satisfy the extension boundary constraint 5.20 (i)).

In addition to the preceding proposition, it should be noted that ū does not
necessarily extend continuously to the entire ∆d, in particular not to the remaining
boundary parts of dimension d− 2 and less. This is due to the fact that on instances
of ∂d−2∆(Id)

d , which are shared boundaries of higher-dimensional faces of the simplex,
continuous extensions from each of those faces regularly may exists, but do not
necessarily correspond.

Proof of lemma 5.22. The regularity assertion for ψ̄ in ∆(Id)
d follows from the regular-

ity of π and of the projection and from pr

ps+pr being of class C
∞ on ∆(Id)

d . The boundary
behaviour is similarly straightforward as πr,s = id and pr

ps+pr = 1 on ∆(Id\{s})
d−1 , whereas

pr

ps+pr = 0 on ∆(Id\{r})
d−1 . Both boundary extensions are smooth in the sense described,

which is again due to the regularity of the projection and of pr

ps+pr when approaching
∆(Id\{s})
d−1 resp. ∆(Id\{r})

d−1 . Analogous considerations yield the assertion for other bound-
ary faces of ∂d−1∆(Id)

d : The projection πr,s maps ∂d−1∆(Id)
d \

(
∆(Id\{r})
d−1 ∪ ∆(Id\{s})

d−1
)

smoothly onto ∂d−2∆(Id\{s})
d−1 , which together with pr

ps+pr being of class C∞ on ∂d−1∆(Id)
d

(via ps + pr > 0) yields the stated regularity; the value of this boundary extension of
ψ̄ of course coincides with the one of the corresponding extension of ψ.
To prove equation (5.102), w. l. o. g. let Id = {0, 1, . . . , d}; summation indices,

however, run from 1 to d if nothing differing is stated. To begin with, we have

L∗d

(
ψ(πr,s(p)) · pr

ps + pr

)
= (L∗dψ(πr,s(p))) pr

ps + pr

+
∑
i,j

pi(δij − pj)
(
∂

∂pi
ψ(πr,s(p))

)(
∂

∂pj
pr

ps + pr

)
+ 1

2ψ(πr,s(p))
∑
i,j

pi(δij − pj)
(
∂

∂pi
∂

∂pj
pr

ps + pr

)
.

(5.107)

Next, we will show that the first summand equals −κψ̄, whereas the two other
summands vanish on ∆(Id)

d .
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5 Analytic aspects of the diffusion approximation of the n-dim. Wright–Fisher model

For the first summand, we use L∗d−1ψ = −κψ in ∆(Id\{s})
d−1 , which holds by assump-

tion. To extend this statement to ∆(Id)
d , the interplay of the projection needs to be

analysed, for which several cases are distinguished. That is, for s 6= 0, r = 0, the pro-
jection π0,s yields p̃s = 0 and p̃i = pi for i ∈ {1, . . . , d}\{s}, hence ∂p̃m

∂pi
= δmi (1− δms ),

and we have

L∗dψ(π0,s(p)) = 1
2
∑
i,j

pi(δij − pj)
∂

∂pi
∂

∂pj
ψ(π0,s(p))

= 1
2
∑
m,n

∑
i,j

pi(δij − pj)δmi (1− δms )δnj (1− δns ) ∂

∂p̃m
∂

∂p̃n
ψ(p̃)

= 1
2
∑
m,n 6=s

p̃m(δmn − p̃n) ∂

∂p̃m
∂

∂p̃n
ψ(p̃) = L∗d−1ψ(p̃) ≡ −κψ(p̃). (5.108)

If s = 0, r 6= 0 and hence ∆(Id\{0})
d−1 =

{
(p̃1, . . . , p̃d)

∣∣p̃i > 0 for i = 1, . . . , d,
∑d

i=1 p̃
i =

1
}
, we have p̃i = pi for i ∈ {1, . . . , d} \ {r} and p̃r = pr + p0, thus ∂p̃m

∂pi
= δmi − δmr .

We get:

L∗dψ(πr,0(p)) = 1
2
∑
m,n

∑
i,j

pi(δij − pj)(δmi − δmr )(δnj − δnr ) ∂

∂p̃m
∂

∂p̃n
ψ(p̃)

= 1
2
∑
m,n

pm(δmn − pn) ∂

∂p̃m
∂

∂p̃n
ψ(p̃)− 1

2
∑
n

∑
i

pi(δin − pn) ∂

∂p̃r
∂

∂p̃n
ψ(p̃)

− 1
2
∑
m

∑
j

pm(δmj − pm) ∂

∂p̃r
∂

∂p̃n
ψ(p̃) + 1

2
∑
i,j

pi(δij − pj)
∂2

(∂p̃r)2ψ(p̃)

= 1
2
∑
m,n

pm(δmn − pn) ∂

∂p̃m
∂

∂p̃n
ψ(p̃)− 1

2
∑
n

p0pn
∂

∂p̃r
∂

∂p̃n
ψ(p̃)

− 1
2
∑
m

pmp0 ∂

∂p̃m
∂

∂p̃r
ψ(p̃) + 1

2p
0(1− p0) ∂2

(∂p̃r)2ψ(p̃). (5.109)

When replacing the remaining p-coordinates by p̃ (except for p0, which is missing in
∆(Id\{0})
d−1 ) via pi = p̃i − p0δir for i = {1, . . . , d}, the expression transforms into:

L∗dψ(πr,0(p)) = 1
2
∑
m,n 6=r

p̃m(δmn − p̃n) ∂

∂p̃m
∂

∂p̃n
ψ(p̃) + 1

2
∑
n6=r

(−p̃r + p0)p̃n ∂

∂p̃r
∂

∂p̃n
ψ(p̃)
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+ 1
2
∑
m 6=r

p̃m(−p̃r + p0) ∂

∂p̃m
∂

∂p̃r
ψ(p̃) + 1

2(p̃r − p0)(1− p̃r + p0)×

∂2

(∂p̃r)2ψ(p̃)− 1
2
∑
n6=r

p0p̃n
∂

∂p̃r
∂

∂p̃n
ψ(p̃)− 1

2
∑
m 6=r

p̃mp0 ∂

∂p̃m
∂

∂p̃r
ψ(p̃)

− p0(p̃r − p0) ∂2

(∂p̃r)2ψ(p̃) + 1
2p

0(1− p0) ∂2

(∂p̃r)2ψ(p̃)

= 1
2
∑
m,n

p̃m(δmn − p̃n) ∂

∂p̃m
∂

∂p̃n
ψ(p̃) = L∗d−1ψ(p̃) ≡ −κψ(p̃). (5.110)

The next-to-last equality is due to the fact that in ∆(Id\{0})
d−1 one coordinate is obsolete

and consequently ψ is formulated in d− 1 coordinates (which may be chosen freely).
It is straightforward to show that, independently of the choice of the omitted
coordinate r, we have L∗d−1 = 1

2
∑

m,n 6=r p̃
m(δmn − p̃n) ∂

∂p̃m
∂
∂p̃n

on ∆(Id\{0})
d−1 .

Lastly, if s 6= 0, r 6= 0, the projection πr,s yields p̃s = 0, p̃r = ps + pr and p̃i = pi

for the remaining indices, hence ∂p̃m

∂pi
= δmi (1− δms ) + δmr δ

i
s. Then we have:

L∗dψ(πr,s(p)) = 1
2
∑
i,j

pi(δij − pj)
∂

∂pi
∂

∂pj
ψ(πr,s(p))

= 1
2
∑
m,n,
i,j

pi(δij − pj)(δmi (1− δms ) + δmr δ
i
s)(δnj (1− δns ) + δnr δ

j
s)

∂

∂p̃m
∂

∂p̃n
ψ(p̃)

= 1
2
∑
m,n 6=s

pm(δmn − pn) ∂

∂p̃m
∂

∂p̃n
ψ(p̃)− 1

2
∑
n6=s

pspn
∂

∂p̃r
∂

∂p̃n
ψ(p̃)

− 1
2
∑
m6=s

pmps
∂

∂p̃m
∂

∂p̃r
ψ(p̃) + 1

2p
s(1− ps) ∂2

(∂p̃r)2ψ(p̃). (5.111)

Replacing the p-coordinates works as shown in the preceding case, and thereupon
we obtain

L∗dψ(πr,s(p)) = 1
2
∑
m,n 6=s

p̃m(δmn − p̃n) ∂

∂p̃m
∂

∂p̃n
ψ(p̃) = L∗d−1ψ(p̃) ≡ −κψ(p̃), (5.112)

thus in total

L∗dψ(πr,s(p)) = L∗d−1ψ(p̃) ≡ −κψ(p̃) = −κψ(πr,s(p)) (5.113)
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for arbitrary r, s, which is the desired equality result for the first summand.
To show that the two remaining summands vanish, an analogous case-by-case

analysis is necessary. If s = 0, r 6= 0, we have pr

p0+pr = pr

1−
∑
l 6=r p

l . Due to (remember
∂p̃m

∂pi
= δmi − δmr )

∂

∂pr
ψ(πr,0(p)) =

∑
m

∂p̃m

∂pr
∂

∂p̃m
ψ(p̃) = 0, (5.114)

the second summand equalling

∑
i 6=r

pi
(
∂

∂pi
ψ(πr,0(p))

)∑
j

(δij − pj)
(

∂

∂pj
pr

1−
∑

l 6=r p
l

)
︸ ︷︷ ︸ (5.115)

=
(
1−

∑
j 6=r

pj) pr(
1−

∑
l 6=r p

l
)2 − p

r 1
1−

∑
l 6=r p

l
= 0

along with the third summand equalling

1
2ψ(πr,0(p))

∑
i 6=r

(∑
j 6=r

pi(δij − pj)
(

∂

∂pi
∂

∂pj
pr

1−
∑

l 6=r p
l

)

− 2pipr
(

∂

∂pi
∂

∂pr
pr

1−
∑

l 6=r p
l

))

= 1
2ψ(πr,0(p))

∑
i 6=r

(
pi(1−

∑
j 6=r

pj) 2pr(
1−

∑
l 6=r p

l
)3 − 2pipr 1(

1−
∑

l 6=r p
l
)2

)
= 0

(5.116)

vanish.
Similarly, if s 6= 0, r = 0, thus p0

ps+p0 = 1−
∑
l p
l

1−
∑
l 6=s p

l and again (with ∂p̃m

∂pi
= δmi (1− δms ))

∂

∂ps
ψ(π0,s(p)) =

∑
m

∂p̃m

∂ps
∂

∂p̃m
ψ(p̃) = 0, (5.117)
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the second summand equalling

∑
i 6=s

pi
(
∂

∂pi
ψ(π0,s(p))

)∑
j

(δij − pj)
(

∂

∂pj
1−

∑
l p
l

1−
∑

l 6=s p
l

)
︸ ︷︷ ︸
=
(
1−

∑
j

pj) −1
1−

∑
l 6=s p

l
+
(
1−

∑
j 6=s

pj
) 1−

∑
l p
l(

1−
∑

l 6=s p
l
)2 = 0

(5.118)

vanishes, and the third summand via

∑
i,j

pi(δij − pj)
∂

∂pi
∂

∂pj
1−

∑
l p
l

1−
∑

l 6=s p
l

=
∑
i,j

pi(δij − pj)
(

(δis − 1) + (δjs − 1)(
1−

∑
l 6=s p

l
)2 + 2(1− δis)(1− δjs)

1−
∑

l p
l(

1−
∑

l 6=s p
l
)3

)

= −2
(∑

i 6=s p
i
)(

1−
∑

j 6=s p
j
)(

1−
∑

l 6=s p
l
)2 + 2

(∑
i 6=s

pi
)(

1−
∑
j 6=s

pj
) 1−

∑
l p
l(

1−
∑

l 6=s p
l
)3 = 0

(5.119)

also does.
Ultimately, if s 6= 0, r 6= 0, we have

pj
∂

∂pj
pr

ps + pr
= pspr

(ps + pr)2 (δjr − δjs). (5.120)

Using this property for the second summand, we obtain

∑
i,j

pi(δij − pj)
(
∂

∂pi
ψ(πr,s(p))

)(
∂

∂pj
pr

ps + pr

)
=
∑
i

(
∂

∂pi
ψ(πr,s(p))

)
pi
(∑

j

δij

(
∂

∂pj
pr

ps + pr

)
−
∑
j

pj
(
∂

∂pj
pr

ps + pr

))
=
∑
i

∂

∂pi
ψ(πr,s(p)) pspr

(ps + pr)2 (δir − δis) = 0. (5.121)

The last equality is due to the fact that the sum over i in the last line vanishes
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in conjunction with the symmetry of π in the coordinates ps and pr, i. e. we have
∂p̃m

∂pi
= δmi (1− δms ) + δmr δ

i
s and consequently

∂

∂ps
ψ(πr,s(p)) = ∂

∂p̃r
ψ(p̃) = ∂

∂pr
ψ(πr,s(p)). (5.122)

For the third summand, we use

∂

∂pi
∂

∂pj
pr

ps + pr
= 2

δij(δispr − δirps)
(ps + pr)3 +

δisδ
j
r(1− δij)(pr − ps)

(ps + pr)3 (5.123)

and thereon get

∑
i,j

pi(δij − pj)
∂

∂pi
∂

∂pj
pr

ps + pr
= 2ps(1− ps)pr − 2pr(1− pr)ps − 2pspr(pr − ps)

(ps + pr)3 = 0.

(5.124)

Altogether, we have

L∗dψ̄ = L∗d

(
ψ(πr,s(p)) · pr

ps + pr

)
=− κψ(πr,s(p)) pr

ps + pr
= −κψ̄ (5.125)

for arbitrary r, s ∈ Id, thus proving equation (5.102).

5.4.4 A probabilistic interpretation of the extension scheme

In order to understand the nature of the presented extensions as well as their
probabilistic implications, we will at first illustrate the significance of the extension
constraints 5.20: If in the setting of a Wright–Fisher model an (evolving) probability
density for ending up in a target set is given on the space of d− 1 alleles, we wish to
determine how the attraction of the mentioned target set also extends to the space
of d alleles as of course it is also reachable by a d-allelic process by correspondingly
losing one allele. As already stated, a natural assumption for such an extension is that
the probability density at the transition from the d-allelic domain to the (d−1)-allelic
domain stays regular, i. e. small alterations of the allelic configuration should only
affect the probability in a controlled way, which is formulated in condition (i) in
the extension constraints. Moreover, for the transition to domains of a different
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set of d− 1 alleles, the corresponding probability should also stay regular with the
additional requirement that in the limit it vanishes on those other (d − 1)-allelic
domains; this is also part of condition (i). As a possible extension is so far only
confined towards the boundary of the domain, we also wish to link the evolution of
the original probability density and its extension by requiring that both are subject
to the same type of evolution in the corresponding domain, i. e. are governed by the
corresponding Kolmogorov backward equation in the relevant formulation, which is
condition (ii).
The extension proposition 5.23 then states that any (proper) solution of the

Kolmogorov backward equation, which describes the evolving attraction of some
target set given via the final condition f , may be extended to a corresponding
solution of the Kolmogorov backward equation in the domain of subsequent higher
dimension with both conditions above applying. However, as may be observed by
remark 5.24, this actually yields the solution to a somewhat altered problem, namely
the attraction generated by the target set itself plus an induced (generalised) target
set in the bigger domain which are given by f and its corresponding extension f̄ .
If one wishes to return to the original problem, thus the attraction of the original
target set only located in the (d− 1)-allelic domain, the induced target set needs to
be compensated for by a proper solution in (the interior of) the d-allelic domain for
a corresponding final condition. This just signifies that the influence of the target
set on the (d− 1)-allelic domain is handed over to the d-allelic process and evolves
accordingly (which will be fully applied in section 5.4.6). In particular, the evolution
of the attraction of each component may be adverse as is e. g. observed for d = 1
(there, the attraction of ∂0∆1 increases over time, whereas that of ∆1 diminishes, cf.
section 4.2.2).
However, as may also be seen in proposition 5.23, the given extension scheme

involves a potential ambiguity regarding the choice of the extension target face
index r. Aiming for a clarification of its role, we will look at a suitable example,
namely the simplest case, where we start the extension from some vertex. As a
solution in a 1-allelic domain is always constant (due to L0 = 0), this likewise applies
to its extension, and hence we obtain a stationary solution (this type of solutions
will be discussed in more detail in section 5.4.7). Yet, this still reveals the relevant
characteristics of the extension scheme.
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A simple example

We will demonstrate an application of the extension proposition 5.23 for ∆2 and
a vertex in ∂0∆2 as an (eventual) target set: In a first step, a solution in e. g. the
vertex {1} can be shown to extend to the 1-dimensional simplex ∆({0,1})

1 = (0, 1). We
have u ≡ 1 on {1} = ∆({1})

0 and consequently ū1,0(p1) = 1 · p1

p0+p1 ≡ p1 in ∆({0,1})
1 by

linear extension towards {0} = ∆({0})
0 (note p0 = 1− p1), thus reproducing the result

from section 4.2.3. Clearly, at this level (d = 1) there are no ambiguities, and the
considered extension is in accordance with the extension constraints 5.20. As a next
step, however, the function ū itself may be extended to ∆({0,1,2})

2 (from boundary
part ∆({0,1})

1 and now p0 := 1− p1− p2), in principle offering two different choices for
the extension direction: An extension towards ∆({1,2})

1 leads to

(ū1,0)0,2(p1, p2) = ū(π0,2(p1, p2)) p0

p0 + p2 = p1 1− p1 − p2

1− p1 in ∆({0,1,2})
2 , (5.126)

whereas an extension towards ∆({0,2})
1 would yield

(ū1,0)1,2(p1, p2) = ū(π1,2(p1, p2)) p1

p2 + p1 = (p1 + p2) p1

p1 + p2 ≡ p1 in ∆({0,1,2})
2 .

(5.127)

Here, this example already illustrates the mentioned ambiguity (which in this
case is ruled out by the extension constraints, however), namely that the extensions
generally are not unique as there are several possible extension target faces for d ≥ 2.
Their distinction is primarily seen by their behaviour towards the boundary: In the
given example, the latter function (ū1,0)1,2 extends continuously to the full closure
∆2, while the other solution (ū1,0)0,2 – although being of class C∞ in the interior –
does not extend continuously to the boundary in {1} (cf. proposition 5.23). On the
other hand, (ū1,0)0,2 smoothly vanishes on all other faces in ∂1∆2 except for the (last)
extension source face, thus particularly complying with the extension constraints 5.20,
which does not hold true for (ū1,0)1,2.

This difference is particularly relevant when interpreting the solutions in terms
of probability. As stated, we want to determine the eventual ‘attraction’ by u ≡ 1
on {1}, i. e. {1} as eventual target set, which in the 1-dimensional setting is done by
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the function ū1,0, hence describing how probably the allele 0 is lost over 1 eventually.
Adding one further dimension, the two extensions correspond to either asking for the
probability to lose allele 2 over 0

[
(ū1,0)0,2] resp. to lose allele 2 over 1

[
(ū1,0)1,2]: The

first extension (ū1,0)0,2, in compliance with the extension constraints, vanishes on
∆({1,2})

1 , whereas positive boundary values only occur on ∆({0,1})
1 . This corresponds to

the extension of {1} as ultimate target set in competition to allele 0, and consequently,
(ū1,0)0,2 gives the probability to end up in vertex {1} ultimately under the additional
assumption to pass through ∆({0,1})

1 (and not through ∆({1,2})
1 ) before as (transitional)

first level target set generated by {1}, thus how probable a loss of alleles by

{0, 1, 2} −→ {0, 1} −→ {1} (5.128)

is. (This also gives an explanation why (ū1,0)0,2 is not smoothly extendable into {1},
i. e. the boundary values on ∆({0,1})

1 and ∆({1,2})
1 are not compatible as on the former

they correspond to {1} as target set, whereas on the latter they correspond to the
empty target set.) Correspondingly, we may also contract the notation of (ū1,0)0,2

into ū1,0,2.
On the other hand, (ū1,0)1,2(p) = p1 only vanishes on ∆({0,2})

1 , thus has positive
values on both other faces, which corresponds to the influence of {1} as target set in
competition to both the alleles 0 and 2. Consequently, it gives the probability to end
up in {1} ultimately with no certain first level target specified.

In the remainder, we will only consider those pathwise extensions (like ū1,0,2) cor-
responding to the predication of the extension constraints 5.20, i. e. extensions which
correspond to a successive loss of alleles. For these, the probabilistic interpretation
of proposition 5.23, in addition to what has already been described, is that, in the
context of a Wright–Fisher model, an extension of a probability distribution from
a (d− 1)-allelic domain to a d-allelic domain is always such that the potential loss
of the extra allele is modelled as if it was in competition with just 1 other allele r
dependent on the index chosen (fibration property). Thus, we say that allele s is lost
over allele r.
However, as already stated, in general this target face index r is not uniquely

determined, and – depending on the situation at hand – its choice may decide whether
an extension is in accordance with the extension boundary constraint 5.20 (i). For a

161



5 Analytic aspects of the diffusion approximation of the n-dim. Wright–Fisher model

simple extension from a 0-dimensional domain (as observed in the preceding example)
or if the starting distribution smoothly vanishes towards all boundaries of subsequent
lower dimension, an extension is always in accordance with the extension constraints,
but particularly in the case of an iteratively continued extension, the choice of the
target face index r(d) is crucial as will be shown in the following section. Conversely,
demanding the extension constraints also uniquely determines the index r(d) from
the second step for non-empty target sets.

5.4.5 Iterated extensions

A repeated application of proposition 5.23 yields the existence of iterated extensions
(generalising the corresponding result for n = 2 in [21] and the (less explicit) result
in [23] without derivation):

5.25 Proposition (pathwise extension of solutions). Let k, n ∈ N with 0 ≤ k <

n, {ik, ik+1, . . . , in} ⊂ In := {0, 1, . . . , n} with ii 6= ij for i 6= j and Ik := In \
{ik+1, . . . , in}, and let uIk be a proper solution of the Kolmogorov backward equation
(5.95) in ∆(Ik)

k for some final condition f ∈ L2(∆(Ik)
k

)
as in proposition 5.19. For

d = k+ 1, . . . , n and Id := Ik ∪{ik+1, . . . id}, an extension of ūik,...,id−1
Ik

in
(
∆(Id−1)
d−1

)
−∞

to ūik,...,idIk
in
(
∆(Id)
d

)
−∞ as by proposition 5.23 is in accordance with the extension

constraints 5.20 if (and for d ≥ k + 2 and [f ] 6= 0 in L2(∆(Ik)
k

)
also only if) putting

r(d) = id−1 for the extension target face index, and we respectively have

ūik,...,idIk
(p, t) = uIk(πik,...,id(p), t)

d−1∏
j=k

pij∑d
l=j p

il
, (p, t) ∈

(
∆(Id)
d

)
−∞ (5.129)

with p0 = 1−
∑

i∈Id\{0} p
i and πik,...,id(p) = (p̃1, . . . , p̃n) such that p̃ik = pik + . . .+ pid,

p̃ik+1 = . . . = p̃id = 0 and p̃j = pj for j ∈ Id \ {ik, . . . , id}.
Correspondingly, the resulting assembling of all extensions to a function Ū ik,...,in

Ik

in
(⋃

k≤d≤n ∆(Id)
d

)
−∞

by putting

Ū ik,...,in
Ik

(p, t) := uIk(p, t)χ∆(Ik)
k

(p) +
∑

k+1≤d≤n

ūik,...,idIk
(p, t)χ∆(Id)

d

(p)
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= uIk(p, t)χ∆(Ik)
k

(p) +
∑

k+1≤d≤n

uIk(πik,...,id(p), t)
d−1∏
j=k

pij∑d
l=j p

il
χ∆(Id)

d

(p) (5.130)

with p0 = 1−
∑

i∈In\{0} p
i is in C∞p0

(⋃
k≤d≤n ∆(Id)

d

)
with respect to the spatial variables

for t < 0 as well as in C∞((−∞, 0)) with respect to t, and we haveL
∗Ū ik,...,in

Ik
= − ∂

∂t
Ū ik,...,in
Ik

in
(⋃

k≤d≤n ∆(Id)
d

)
−∞

Ū ik,...,in
Ik

( · , 0) = F̄ ik,...,in
Ik

in
⋃
k≤d≤n ∆(Id)

d

(5.131)

with F̄ ik,...,in
Ik

∈ L2
(⋃

k≤d≤n ∆(Id)
d

)
being an analogous extension of the final condition

f = fIk in ∆(Ik)
k as by remark 5.24; in particular, we have Ū ik,...,in

Ik

∣∣
∆(Ik)
k

( · , 0) = f

in ∆(Ik)
k .

5.26 Corollary. For n ∈ N+, k = 0 and u{i0} ≡ 1 in ∆({i0})
0 ⊂ ∂0∆n, equa-

tion (5.129) resp. equation (5.130) restricted to ∆n and with the t-coordinate sup-
pressed coincides with Littler’s formula in ∆n (cf. [23]):

Ū i0,i1...,in
{i0}

∣∣
∆n

(p) ≡ ūi0,i1...,in{i0} (p) = pi0 · pi1

1− pi0 · . . . ·
pin−1

1−
∑n−2

l=0 p
il
. (5.132)

Proof of proposition 5.25. The result is basically an application of proposition 5.23,
which yields the regularity and the solution property (cf. equation (5.131)) in every
∆(Id)
d . It only remains to be shown that the boundary behaviour in each extension step

is in accordance with the extension constraints 5.20 as well as the formula (5.129),
which is both done inductively.

Clearly, a proper solution uIk of the Kolmogorov backward equation in
(
∆(Ik)
k

)
−∞

as in proposition 5.19 satisfies equation (5.129) and is of class C∞0
(
∆(Ik)
k

)
w. r. t. the

spatial variables for t < 0 (which in particular signifies that it is smoothly extendable
to ∂k−1∆(Ik)

k ). Extending uIk to
(
∆(Ik+1)
k+1

)
−∞ via proposition 5.23 with s(k + 1) = ik+1

and r(k + 1) = ik yields a function ūik,ik+1
Ik

of type (5.129), which for t < 0 smoothly
extends to all boundary faces ∂k∆(Ik+1)

k+1 and vanishes there except for ∆(Ik)
k (where

it coincides with uIk) by the assumed boundary behaviour of uIk . We may thus
assume that for k < d− 1 < n an assembled extension Ū ik,...,id−1

Ik
(corresponding to
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equation (5.130)) in C∞p0

(⋃
k≤m≤d−1 ∆(Im)

m

)
with respect to the spatial coordinates

exists whose top-dimensional component Ū ik,...,id−1
Ik

∣∣(
∆

(Id−1)
d−1

)
−∞

=: ūik,...,id−1
Ik

satisfies

equation (5.129).
We may then perform an extension of ūik,...,id−1

Ik
in
(
∆(Id−1)
d−1

)
−∞ to ūik,...,idIk

in(
∆(Id)
d

)
−∞ via proposition 5.23 with s(d) = id and r(d) = id−1. By the assumed

boundary behaviour of ūik,...,id−1
Ik

(i. e. Ū ik,...,id−1
Ik

being of class C∞p0 ), ū
ik,...,id
Ik

smoothly
extends to all boundary faces ∂d−1∆(Id)

d \∆(Id\{id−1})
d−1 and vanishes there except for

∆(Id−1)
d−1 (where it coincides with ū

ik,...,id−1
Ik

) for t < 0. By putting r(d) = id−1, this
particularly also holds for ∆(Id\{id−1})

d−1 , which in turn would otherwise be violated if
f 6= 0 almost everywhere as may be seen from the proof of proposition 5.23. Then,
the boundary behaviour is in accordance with the extensions constraints 5.20, and
we correspondingly have Ū ik,...,id

Ik
:= Ū

ik,...,id−1
Ik

+ ūik,...,idIk
χ∆(Id)

d

∈ C∞p0

(⋃
k≤m≤d ∆(Im)

m

)
w. r. t. the spatial variables for t < 0.

To show equation (5.129), we obtain for ūik,...,idIk
by equation (5.101) when plugging

in the formula (5.129) for ūik,...,id−1
Ik

ūik,...,idIk
(p, t) = ū

ik,...,id−1
Ik

(πid−1,id(p), t) pid−1

pid−1 + pid

= uIk(πik,...,id−1(πid−1,id(p)), t)
d−2∏
j=k

(πid−1,id(p))ij∑d−1
l=j (πid−1,id(p))il

pid−1

pid−1 + pid

= uIk(πik,...,id(p), t)
d−1∏
j=k

pij∑d
l=j p

il
in
(
∆(Id)
d

)
−∞ (5.133)

as (πid−1,id(p))ij = pij for ij = ik, . . . , id−2 and (πid−1,id(p))id−1 = pid−1 + pid . If some
index ij equals zero (w. l. o. g. i0 = 0) corresponding to (πid−1,id(p))0, this expression
gets replaced by p0 ∈ ∆(Id)

d as we have (πid−1,id(p))0 = 1−
∑d−1

j=1 (πid−1,id(p))ij = 1−∑d
j=1 p

ij ≡ p0. Furthermore, πik,...,id−1(πid−1,id(p)) = πik,...,id(p) directly follows from
the definitions, thus proving equation (5.129) for ūik,...,idIk

in
(⋃

k≤m≤d ∆(Im)
m

)
−∞

.

5.27 Remark. Geometrically, the choice of the extension target face indices s(d) = id

and r(d) = id−1 signifies that the extension source face ∆({i0,...,id−2,id−1})
d−1 and the target

face ∆({i0,...,id−2,id})
d−1 are adjacent faces to the highest degree, as they share d−1 vertices

(for d ≥ 2). Furthermore, their intersection ∆({i0,...,id−2})
d−2 is the extension source face
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of the previous step.

Sticking to the preceding probabilistic interpretation, ūik,ik+1,...,in
Ik

depicts the iter-
ated ‘attraction’ of an (analogously extended) target set in ∆(Ik)

k along a corresponding
extension path specified by ik, . . . , in resp. the corresponding index sets Ik ⊂ . . . ⊂ In.
Thus, Ū ik,ik+1,...,in

Ik
gives the total probability for all paths in ∆n starting in ∆(In)

n ,
passing through the (sub)simplices

∆(In−1)
n−1 −→ ∆(In−1)

n−2 −→ . . . −→ ∆(Ik+1)
k+1 −→ ∆(Ik)

k (5.134)

and reaching the eventual target set, which, in the setting of the Wright–Fisher
model, corresponds to eventually losing n− k of originally n alleles in such a manner
that from dimension n− 1 down to 0 exactly the allele sets

In −→ In−1 −→ . . . −→ Ik+1 −→ Ik (5.135)

are present until reaching the eventual target set. The loss of the corresponding
allele at each stage is over the allele which is lost next, thus allele id is lost over id−1.
Merely in the last step, i. e. the loss of allele ik+1, the index ik determines which of
the alleles in Ik is the one ik+1 is lost over.
However, the corresponding extensions in proposition 5.25 are not satisfactory

to the extent that they lack a global (pathwise) regularity property on the entire
∆n, i. e. are not in C∞p w. r. t. the spatial variables, as this applies only along the
corresponding extension path. Outside this path, generally no continuous (or even
smooth) extensions exist. This is caused by the incompatibilities involved by this
construction (cf. also section 5.4.4): For example on ∆(Ĩk+1)

k+1 with Ĩk+1 := Ik ∪ {ı̃k}
and ı̃k ∈ In \ Ik+1, a positive hit probability for the target set in ∆(Ik)

k by a direct loss
of allele ı̃k would exist, yet the considered solution necessarily vanishes on ∆(Ĩk+1)

k+1 as
this is a boundary face of ∆(Ik+2)

k+2 outside the specified path.
This defect may be overcome by mounting these extensions into a global solution

covering all possible extensions paths, each one of them corresponding to a certain
ordering of the indices in In \ Ik. While this mounting construction is rather
straightforward, there is an ambiguity at another stage: For a given extension path
and a non-empty target set, in the first extension step, the extension target face
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is not defined by the extension boundary condition (i) in definition 5.20 (except
for k = 0; cf. proposition 5.25), consequently all indices in Ik may serve as target
face index, and hence all choices of this also need to be taken into account. Thus,
additionally summing over all possible first stage extensions and normalising, we
obtain the following result:

5.28 Proposition (global extension of solutions). Let k, n ∈ N with 0 ≤ k < n,
Ik ⊂ In := {0, 1, . . . , n} with |Ik| = k + 1, and let uIk be a proper solution of the
Kolmogorov backward equation (5.95) in ∆(Ik)

k for some final condition f ∈ L2(∆(Ik)
k

)
as in proposition 5.19. Then an assembling of all pathwise extensions of uIk as by
proposition 5.25 into a function ŪIk ∈

(
∆n

)
−∞ by putting2

ŪIk(p, t) := uIk(p, t)χ∆(Ik)
k

(p)

+ 1
|Ik|

∑
ik∈Ik

∑
k+1≤d≤n

∑
ik+1∈In\Ik

. . .
∑

id∈In\(Ik∪
{ik+1,...,id−1})

ūik,...,idIk
(p, t)χ

∆
(Ik∪{ik+1,...,id})
d

(p) (5.136)

for (p, t) ∈
(⋃

Ik⊂Id⊂In ∆(Id)
d

)
−∞ and ŪIk(p, t) := 0 in the remainder of

(
∆n

)
−∞ is in

C∞p
(
∆n

)
with respect to the spatial variables for t < 0 as well as in C∞((−∞, 0))

with respect to t. Furthermore, ŪIk is a solution of the corresponding Kolmogorov
backward equation in

(
∆n

)
−∞ and for t = 0 matches an analogously assembled

extension F̄Ik of f = fIk in ∆(Ik)
k as final condition in ∆n (cf. remark 5.24).

Proof. The asserted global regularity directly follows from properties of the applied
extension scheme as stated in lemma 5.22 and proposition 5.25 and the construction
of ŪIk , which is such that potential discontinuities are ruled out by assembling all
extensions along arbitrary paths. The solution property and the compliance with
the analogously constructed final condition likewise straightforwardly extend from
proposition 5.25.

Shifting again to the probabilistic interpretation, ŪIk now depicts the full iterated
‘attraction’ of some eventual target set in ∆(Ik)

k and its (successively) induced target
sets in ∆(Id)

d ⊂ ∆n with Id ⊃ Ik, which may now be reached along arbitrary paths.
2The last sum actually only comprises a single summand; this notation is used to illustrate the
choice of the index id, however.
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Thus, ŪIk gives the total probability for all paths from ∆(In)
n to eventually ∆(Ik)

k – with
no assumptions on possible interstages made. In the setting of the Wright–Fisher
model, this corresponds to eventually losing n− k of previously n alleles irrespective
of any order of loss.

Since ŪIk represents the most general extension of a given solution uIk in ∆(Ik)
k to

∆n, we are now in a position to develop a general solution scheme for solutions of
the extended Kolmogorov backward equation (5.95) in the next section.

5.4.6 Construction of general solutions via the extension scheme

For a given final condition f =
∑n

d=0 fdχ∂d∆n ∈ L2(⋃n
d=0 ∂d∆n

)
, the following

extension scheme allows us to construct a solution of the extended Kolmogorov
backward equation (5.95) which captures the full dynamics of the process on the
entire

(
∆n

)
−∞ analogously to such in the 1-dimensional case. The main ingredient

for this are the global extensions of a (proper) solution of the Kolmogorov backward
equation in every instance of the domain as in proposition 5.28; these globally
extended solutions just need to be superposed in a way that eventually the given
final condition is met in the entire ∆n (cf. also section 5.4.4 for a probabilistic
interpretation).
Thus, first equation (5.95) is solved in each

(
∆({i0})

0
)
−∞ ⊂ (∂0∆n)−∞ for the

final condition f0, and afterwards, these solutions are successively extended to(
∆n

)
−∞ by means of proposition 5.28, which analogously generates a successively

extended final condition in ∆n for t = 0. Subsequently, a (proper) solution in
each

(
∆(I1)

1
)
−∞ ⊂ (∂1∆n)−∞ for the final condition f1 minus the extension of f0 is

determined, which is then successively extended to
(
∆n

)
−∞ (again likewise generating

an analogously extended final condition). This procedure is repeated until after
finding a (proper) solution in (∆n)−∞ an extended solution in the entire

(
∆n

)
−∞ is

determined.
A solution of the extended Kolmogorov backward equation (4.63) restricted to

some
(
∆({i0})

0
)
−∞ ⊂ (∂0∆n)−∞ is – of course – trivial, i. e. u{i0}(p, t) = f0(p) for

(p, t) ∈
(
∆({i0})

0
)
−∞, and by proposition 5.28 we obtain Ū{i0} as an extension to
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(
∆n

)
−∞. Summing over all ∆({i0})

0 yields

Ū0 :=
∑
{i0}⊂In

Ū{i0} in
(
∆n

)
−∞ (5.137)

with Ū0 in C∞p
(
∆n

)
with respect to the spatial variables as well as in C∞((−∞, 0))

with respect to t and L∗Ū0 = − ∂
∂t
Ū0 in

(
∆n

)
−∞

Ū0( · , 0) = F̄ ′0 in ∆n

(5.138)

with F̄ ′0 being a corresponding superposed global extension of all f ′0 ≡ f0 in ∂0∆n

as described above for the u{i0} (cf. also remark 5.24), in particular we have
Ū0|∂0∆n( · , 0) = f0.
For the next step, proper solutions in (∂1∆n)−∞ are determined and likewise

extended to
(
∆n

)
−∞. However, as this extension procedure will be repeated for

all d-dimensional instances of (∆n)−∞ for d = 1, . . . , n, we directly assume that
suitable solutions in

(⋃d−1
m=0 ∂m∆n

)
−∞ already have successively been determined

and extended to
(
∆n

)
−∞, thus

∑d−1
m=0 Ūm solves the extended Kolmogorov backward

equation (5.95) in
(
∆n

)
−∞ and matches the final condition f for t = 0 in

⋃d−1
m=0 ∂m∆n

(still, with Ū0( · , 0), . . . , Ūd−1( · , 0) in ∆n respectively matching a corresponding
superposed global extension F̄ ′m of the final condition f ′m in ∂m∆n modified as below).
Then, a proper solution uId by proposition 5.19 in each

(
∆(Id)
d

)
−∞ ⊂ (∂d∆n)−∞,

Id ⊂ In is determined which matches the modified final condition

f ′d := fd −
d−1∑
m=0

F̄ ′m|∂d∆n in ∂d∆n, (5.139)

correspondingly restricted to the relevant ∆(Id)
d . For each Id, the solution uId is then

extended to
(
∆n

)
−∞ via proposition 5.28 each leading to a function ŪId . Clearly,

these extensions do not interfere with the solutions on lower dimensional entities by
definition.
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Summing over the extensions of all uId , Id ⊂ In, we obtain

Ūd :=
∑
Id⊂In

ŪId in
(
∆n

)
−∞ (5.140)

as the global extension of all (proper) solutions in (∂d∆n)−∞. By proposition 5.28
and the linearity of the differential equation, Ūd is in C∞p

(
∆n

)
w. r. t. the spatial

variables as well as in C∞((−∞, 0) with respect to t and solves the extended Kol-
mogorov backward equation and for t = 0 matches a corresponding superposed global
extension F̄ ′d of the final condition f ′d in ∂d∆n, thus in particular Ūd( · , 0)|∂d∆n = f ′d.
Consequently, the sum of all up to now extended solutions also is in C∞p

(
∆n

)
w. r. t.

the spatial variables as well as in C∞((−∞, 0) with respect to t and fulfilsL
∗
(∑d

m=0 Ūm

)
= − ∂

∂t

(∑d
m=0 Ūm

)
in
(
∆n

)
−∞(∑d

m=0 Ūm

)
|⋃d

m=0 ∂m∆n
( · , 0) = f |⋃d

m=0 ∂m∆n
in
⋃d
m=0 ∂m∆n.

(5.141)

Repeating the preceding step successively one eventually arrives at
∑n−1

m=0 Ūm. For
the remaining (∆n)−∞, at last a (proper) solution uIn =: Ūn by proposition 5.19 is
determined matching the modified final condition

f ′n := fn −
n−1∑
m=0

F̄ ′m|∆n in ∆n. (5.142)

Then the sum of all globally extended (proper) solutions in all instances of the
domain

Ū :=
n∑
j=0

Ūj (5.143)

is in C∞p
(
∆n

)
w. r. t. the spatial variables as well as in C∞((−∞, 0)) with respect

to t and fulfils L∗Ū = − ∂
∂t
Ū in

(
∆n

)
−∞

Ū( · , 0) = f in ∆n,
(5.144)
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thus is a solution of the extended Kolmogorov backward equation (5.95).
Altogether, we have the following existence result:

5.29 Theorem. For a given final condition f ∈ L2(⋃n
d=0 ∂d∆n

)
, the extended

Kolmogorov backward equation (5.93) corresponding to the n-dimensional Wright–
Fisher model in diffusion approximation always allows a solution Ū :

(
∆n

)
−∞ −→ R

with Ū( · , t) ∈ C∞p
(
∆n

)
for each fixed t ∈ (−∞, 0) and Ū(x, · ) ∈ C∞((−∞, 0)) for

each fixed x ∈ ∆n.

In the following chapter, we will be able to show that for f ∈ L2(∂0∆n

)
– and

under some additional regularity assumptions – the solution obtained, i. e. Ū0, also is
the unique solution.

5.4.7 The stationary Kolmogorov backward equation

As in the 1-dimensional case, we are also interested in the long-term behaviour of the
process, i. e. which alleles are eventually lost and in which order (cf. section 4.2.3).
This will lead us to a stationary version of the Kolmogorov backward equation;
solutions thereof have already appeared implicitly in the preceding section as exten-
sions of solutions in ∂0∆n since the corresponding operator L∗0 only possesses the
eigenvalue 0. Even with the extended setting presented in section 5.4.2 available, we
will at first tentatively limit our view to some interior simplex ∆n, thus restrict a
given extended solution to ∆n if necessary.
Then, for a solution in ∆n, we may argue again that all eigenmodes of the

solution corresponding to a positive eigenvalue vanish for t → −∞, while those
corresponding to the eigenvalue zero are preserved (cf. the analogous lemma 4.7 in
the 1-dimensional case). Thus, it may be shown that a solution of the Kolmogorov
backward equation (5.93) in ∆n converges uniformly to a solution of the corresponding
homogeneous or stationary Kolmogorov backward equationL∗u(p) = 0 in ∆n

u(p) = f(p) in ∂∆n

(5.145)

for u ∈ C2(∆n) and with boundary condition f , which needs to be attained smoothly
in a certain sense.
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In this formulation, the equation appears as a boundary value problem (for some
suitably chosen boundary function f , assuring the uniqueness of a solution). However,
as may be expected from previous considerations, the role of the boundary here
is different from usual boundary value problems and again requires some extra
care: On the one hand, a proper solution in ∆n always converges to the trivial
stationary solution (i. e. constantly equalling 0), which is linked to the fact that their
(continuous) extension to the boundary also vanishes at all negative times. On the
other hand, any solution which extends to ∂∆n is already strongly constrained by the
degeneracy behaviour of the differential operator if suitable regularity assumptions
on the solution in ∆n (cf. also equality (5.96)) apply:

5.30 Lemma (stem lemma). For a solution u ∈ C∞(∆n) of equation (5.145) with
extension ū ∈ C∞p

(
∆n

)
, we have

L∗ū = 0 in ∆n. (5.146)

Proof. The statement is proven iteratively: Assuming that we have L∗kū = 0 for all
∆(Ik)
k ⊂ ∂k∆n, we show that this property extends to each ∆(Ik−1)

k−1 ⊂ ∂k−1∆(Ik)
k for

every ∆(Ik)
k , hence we obtain L∗k−1ū = 0 on ∂k−1∆n. A repeated application then

yields equation (5.146).
W. l. o. g. let ∆(Ik)

k and ∆(Ik−1)
k−1 ⊂ ∂k−1∆(Ik)

k with Ik \ Ik−1 = {ik}. Then for the
operator L∗k in ∆(Ik)

k , we have

L∗k = L∗k−1 + pik
( ∑
ij∈Ik\{0}

(δijik − p
ij) ∂

∂pij
∂

∂pik

)
(5.147)

with L∗k−1 being the restriction of L∗k to ∆(Ik−1)
k−1 .

Now, choosing some p ∈ ∆(Ik−1)
k−1 and a sequence (pl)l∈N in ∆(Ik)

k with pl → p and
applying the above formula to ū at pl ∈ ∆(Ik)

k , the big bracket is controlled by pikl → 0
while approaching p and – with the derivatives of ū inside being bounded on a closed
neighbourhood of p by reason of the regularity of ū – is continuous up to p. Likewise,
all derivatives of ū within ∆(Ik−1)

k−1 are continuously matched by the corresponding
ones in ∆(Ik)

k , thus L∗k−1(ū(pl)) is also continuous up to the boundary in p (as the
corresponding coefficients are, too). Hence, the whole expression is continuous up
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5 Analytic aspects of the diffusion approximation of the n-dim. Wright–Fisher model

to the boundary in p with L∗k−1ū(p) ≡ L∗kū(p) = 0, and since p was arbitrary, this
applies to all of ∆(Ik−1)

k−1 .

This signifies that – assuming the stated pathwise regularity – the values of ū resp.
f on ∂∆n =

⋃n−1
k=0 ∂k∆n for equation (5.145) may not be chosen freely but have to

be solutions of the corresponding version of the stationary Kolmogorov backward
equation (5.145) in each ∆(Ik)

k ⊂ ∂k∆n for all k = 0, . . . , n− 1. Hence, the boundary
value problem in equation (5.93) is rather restated as an extended homogeneous or
extended stationary Kolmogorov backward equation3

L∗ū(p) = 0 in ∆n \ ∂0∆n

ū(p) = f(p) in ∂0∆n

(5.148)

for ū ∈ C2
p

(
∆n

)
with the only ‘free’ boundary values remaining the ones on the vertices

∂0∆n. The values on ∂0∆n, however, suffice as boundary information determining a
solution uniquely if we also assume global continuity of the solution. Consequently,
a stationary solution and the stationary component of a global extension as in the
preceding section are also identical:

5.31 Proposition. A solution ū ∈ C∞p
(
∆n

)
∩ C0(∆n

)
of the extended stationary

Kolmogorov backward equation (5.148) for some boundary condition f0 : ∂0∆n −→ R
is uniquely defined and coincides with (the projection of) a solution of the extended
Kolmogorov backward equation (5.95) in

(
∆n

)
−∞ to ∆n for a final condition f ∈

L2(⋃n
d=0 ∂d∆n

)
with f ≡ f0χ∂0∆n as by theorem 5.29. Furthermore, the space of

solutions is spanned by p1, . . . , pn and 1.

Proof. The first assertion may be shown by a successive application of the maximum
principle: In every instance of the domain ∆(Ik)

k ⊂ ∂k∆n for all 1 ≤ k ≤ n, the
operator L∗ is locally uniformly elliptic, and hence, ū|∆(Ik)

k

is uniquely defined by its

values on ∂∆(Ik)
k by virtue of the maximum principle. Applying this consideration

successively for ∂0∆n, . . . , ∂n∆n = ∆n yields the desired global uniqueness.

3As already stated, it is without effect whether ∂0∆n is added to the domain of definition of the
differential equation or not. Although ∂0∆n has been included in equation (5.146), this is not
done here for formal reasons.
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5.4 The Kolmogorov backward equation

Next, we will show that a final condition f = χ∆({i0})
0

for some i0 ∈ In gives rise to
an extended solution Ū(p, t) = Ū(p) = pi0 in

(
∆n

)
−∞ resp. ∆n proving the second

assertion. With f as described, the extended solution (cf. theorem 5.29) is solely
given by Ū ≡ Ūi0 , i. e.

Ū{i0}(p, t) = u{i0}(p, t)χ∆({i0})
0

(p)

+
∑

1≤d≤n

∑
i1∈In\{i0}

· · ·
∑

id∈In\{i0,...,id−1}

ūi0,...,id{i0} (p, t)χ∆({i0,...,id})
d

(p) (5.149)

(cf. equation (5.136)). Considering an arbitrary ∆(Id)
d ⊂ ∆n, Id ⊂ In, we obtain for

the restriction of Ūi0 to ∆(Id)
d using equation (5.130)

Ū{i0}(p, t)|∆(Id)
d

=
∑

i1∈Id\{i0}

· · ·
∑
id∈

Id\{i0,...,id−1}

ūi0,...,id{i0} (p, t)

=
∑

i1∈Id\{i0}

· · ·
∑
id∈

Id\{i0,...,id−1}

u{i0}(πi0,...,id(p), t)
d−1∏
j=0

pij∑d
l=j p

il
(5.150)

with u{i0}(πi0,...,id(p), t) ≡ 1 as πi0,...,id(p) ∈ ∆({i0})
0 for all p ∈ ∆(Id)

d and u{i0} = f = 1
in
(
∆({i0})

0
)
−∞ by assumption. Since we have

∑d
l=0 p

il = 1 in ∆(Id)
d , we may replace

the expression
∑d

l=j p
il by 1−

∑j−1
l=0 p

il and rearrange the sum (by also suppressing
the last sum as the index id does no longer occur), which yields altogether

Ū{i0}(p, t)|∆(Id)
d

=

pi0

( ∑
i1∈

Id\{i0}

pi1

1− pi0 · · ·
( ∑

ij∈
Id\{i0,...,ij−1}

pij

1−
∑j−1

l=0 p
il
· · ·

( ∑
id−1∈

Id\{i0,...,id−2}

pid−1

1−
∑d−2

l=0 p
il

)))
.

(5.151)

As we have pij+...+pid
1−

∑j−1
l=0 p

il
= 1 for j = d− 1, . . . , 1, the whole expression reduces to

Ū{i0}(p, t)|∆(Id)
d

= pi0 . Since ∆(Id)
d was arbitrary, we obtain Ū{i0}(p, t) ≡ Ū{i0}(p) = pi0

in the entire ∆n.
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Regarding the probabilistic interpretation, the extended setting (5.148) also
matches the considerations of section 5.4.2 as equation (5.148) may be viewed as the
limit equation for t→ −∞ of the extended Kolmogorov backward equation (5.95)
(which may be shown as previously). This is also reflected in proposition 5.31:
For t → −∞ and any solution, the only target set with persisting attraction are
of course the vertices (respectively corresponding to configurations of the model
where all but one allele are extinct), and hence the stationary solutions match the
stationary components of the global extensions as in theorem 5.29, which in turn
result from a non-vanishing final condition in ∂0∆n. Then, every ∆({i})

0 ⊂ ∂0∆n may
give rise to a solution (component) pi – in particular yielding a positive target hit
probability on the entire ∆n for all times. However, it is still noted that even the
stationary component of solutions as in theorem 5.29 may in principle be perceived
as time-dependent and also describing the transitional attraction of target sets in
the entire ∆n induced by a given ultimate target set in ∂0∆n (cf. also section 4.2.3).
In total, proposition 5.31 under the given restrictions thus already yields a full

description of the stationary model in the entire ∆n. However, dropping the global
continuity assumption, a much wider class of (stationary) solutions may be observed
as described in the preceding section, and the goal of the following chapter will be to
maintain the uniqueness of solutions even for this bigger class.
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6 A regularising blow-up scheme for
solutions of the extended Kolmogorov
backward equation

6.1 Motivation and preliminary considerations
While the preceding chapter was dealing with the construction of extensions of
solutions of the Kolmogorov backward equation to higher-dimensional entities of
the domain in accordance with the constraints 5.20, which resulted in the depicted
extension scheme, we now wish to address the issue of the uniqueness of such
extensions.
Standard theory which caters to questions of this kind, however, is inapplicable

as the operator does not meet usual regularity requirements with its degeneracy
behaviour. For example, the (universal) uniqueness result in [26], pp. 177 f. for
combined Dirichlet–Poisson problems is not applicable as the square root of the
operator L∗ does not fulfil a Lipschitz continuity condition at the boundary, which is
mandatory. Alternatively, in order to resolve the uniqueness issue, we will pursue
a strategy here which is specifically adapted to the situation at hand. This even-
tually proves successful if we stipulate some additional regularity properties, and
correspondingly we may show that for the stationary components of the extension
of solutions as in proposition 5.25 for a given extension path as well as the global
extensions as they appear in proposition 5.28 and in theorem 5.29 are unique.

This strategy utilised here is aimed at gaining global regularity in the closure of the
domain by resolving any incompatibilities between different boundary faces, which are
typical for the considered pathwise iteration of the extension of solutions in accordance
with the extension constraints 5.20 (the first extension step, however, does not yet
cause incompatibilities). That will be achieved by an appropriate transformation
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6 A regularising blow-up scheme for solutions of the extended KBE

of the relevant part of the domain (i. e. the simplex ∆n) which transports the
whole problem to the corresponding image domain of a product of a simplex and
a cube. Simultaneously, the iteratively extended solutions of proposition 5.25 are
turned into corresponding solutions of the transformed equation, which are then
of sufficient global regularity, in particular are globally continuous. For generic
iteratively extended solutions in accordance with the extension constraints 5.20, this
does not yet yield a corresponding regularity, however, their transformation image
may assumingly be extended that way. Alternatively, such an assumption may also
be based on certain reasonable properties of the underlying model as will be discussed
in section 6.5.

With such regularised solutions at hand, the further advancement for proving the
uniqueness in the stationary case (corresponding to k = 0 in proposition 5.25) is
straightforward: Analogous to a globally continuous solution of the original problem
in ∆n (cf. section 5.4.7), such a solution is uniquely defined by its values on the
vertices of the domain by virtue of the maximum principle, which will be detailed in
section 6.4. It then only remains to be shown that the extension constraints 5.20
already uniquely confine sufficient boundary data.

In order to illustrate the motivation for the regularisation scheme using the example
of Ū ik,...,in

Ik
in ∆(In)

n (cf. equation (5.130)), an assessment of the geometrical situation
of the respective incompatibilities reveals that for every t < 0 the critical area
for the top-dimensional component ūik,...,inIk

resp. its continuous extension actually
only consists of the domain where we have pin + pin−1 = 0, hence ∆(In−2)

n−2 . On all
other boundary instances of arbitrary dimension, ūik,...,inIk

as in equation (5.129) is
continuously extendable and of class C∞ with respect to the spatial variables there.
Thus, at first there is only one connected component of the boundary gap which
needs to be addressed.

However, as will turn out, the full hierarchical solution Ū ik,...,in
Ik

actually comprises
a nested incompatibility in ∆(In−2)

n−2 in the sense that also ūik,...,in−1
Ik

does not extend
continuously to ∆(In−3)

n−3 and so forth until ūik,ik+1,ik+2
Ik

not extending continuously
to ∆(Ik)

k . This implies that the desired transformation needs to affect all relevant
dimensions, which will be accomplished by an iterative advancement: In each step,
we will remove one dimension from the simplex and convert it into a dimension of
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the corresponding cube component, i. e. the corresponding coordinate is released
from the simplex property

∑
i p

i ≤ 1. In doing so, the solution gains the required
regularity at the corresponding level with each iteration, i. e. eventually each of its
components is transformed such that it extends smoothly to the boundary. Thus,
after n− k − 1 of these steps, the relevant component of ∆(In)

n is converted into a
cube of dimension n− k− 1, and we may show that the correspondingly transformed
solution is sufficiently regularised, in particular meaning that it now smoothly extends
to the full boundary.

6.2 The cube and further notation
Prior to describing the blow-up transformation in full detail in the following section,
we wish to introduce some additional notation for the appearing cubes and their
boundary instances: In conjunction to the definitions for ∆n in section 5.1.1, we
define for n ∈ N an n-dimensional cube �n as

�n :=
{

(p1, . . . , pn)
∣∣pi ∈ (0, 1) for i = 1, . . . , n

}
. (6.1)

Analogous to ∆n, if we wish to denote the corresponding coordinate indices explicitly,
this may be done by providing the coordinate index set I ′n := {i1, . . . , in} ⊂ {1, . . . , n},
ij 6= il for j 6= l as upper index of �n, thus

�(I′n)
n =

{
(p1, . . . , pn)

∣∣pi ∈ (0, 1) for i ∈ I ′n
}
. (6.2)

This is particularly useful for boundary instances of the cube (cf. below) or if for
other purposes a certain ordering (ij)j=0,...,n of the coordinate indices is needed. For
�n itself and if no ordering is needed, the index set may be omitted (in such a case
it may be assumed I ′n ≡ {1, . . . , n} as in equation (6.1)). Please note that a primed
index set is always assumed to not contain index 0 (resp. i0 = 0, which we usually
stipulate in case of orderings) as the cube does not encompass a 0th coordinate.
In the standard topology on Rn, �n is open (which we always assume when
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6 A regularising blow-up scheme for solutions of the extended KBE

writing �n), and its closure �n is given by (again using the index set notation)

�(I′n)
n =

{
(p1, . . . , pn)

∣∣pi ∈ [0, 1] for i ∈ I ′n
}
. (6.3)

Similarly to the simplex, the boundary ∂�n of �n consists of various subcubes
(faces) of descending dimensions, starting from the (n− 1)-dimensional facets down
to the vertices (which represent 0-dimensional cubes). All appearing subcubes of
dimension 0 ≤ k ≤ n − 1 are isomorphic to the k-dimensional standard cube �k
and hence will be denoted by �k if it is irrelevant or given by the context which
subcube exactly shall be addressed. However, we may state �(I′k)

k with the index set
I ′k := {i1, . . . , ik} ⊂ I ′n, ij 6= il for j 6= l stipulating that I ′k lists all k ‘free’ coordinate
indices, whereas the remaining coordinates are fixed at zero, i. e.

�
(I′k)
k :=

{
(p1, . . . , pn)

∣∣pi ∈ (0, 1) for i ∈ I ′k; pi = 0 for i ∈ I ′n \ I ′k
}

(6.4)

down until �(∅)
0 := (0, . . . , 0) for k = 0.

For a given k, there are of course
(
n
k

)
different (unordered) subsets I ′k of I ′n, each

of which corresponds to a certain boundary face �(I′k)
k . Moreover, for each subset I ′k

with k elements, altogether 2(n−k) subcubes of dimension k exist in ∂�n, which are
isomorphic to �(I′k)

k (including �(I′k)
k ) depending on the (respectively fixed) values of

the coordinates with indices not in I ′k. Thus, if necessary, we may rather state a
certain boundary face �k of ∂�n for 0 ≤ k ≤ n− 1 by only giving the values of the
n− k fixed coordinates, i. e. with indices in I ′n \ I ′k, which may be either 0 or 1, hence

�k =
{
pj1 = b1, . . . , p

jn−k = bn−k
}

(6.5)

with j1, . . . , jn−k ∈ I ′n, ir 6= is for r 6= s and b1, . . . , bn−k ∈ {0, 1} chosen accordingly.
In particular for dimension n− 1, it is noted that we have n− 1 faces, which each
appear twice; in zero dimension, there are 2n vertices. If we wish to indicate the total
k-dimensional boundary of �n, i. e. the union of all k-dimensional faces belonging to
�n, we may write ∂k�n for k = 0, . . . , n with analogously ∂n�n := �n.

Lastly, when writing products of simplex and cube which do not span all considered
dimensions, we indicate the value of the missing coordinates by curly brackets marked
with the corresponding coordinate index, i. e. for In = {i0, i1, . . . , in} and Ik ⊂ In
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with ik+1 /∈ Ik we have e. g.

∆(Ik)
k × {1}({ik+1}) ×�(I′n\(I′k∪{ik+1}))

n−k−1

:=
{

(pi1 , . . . , pin)
∣∣pi > 0 for i ∈ Ik, pik+1 = 1, pj ∈ (0, 1) for j ∈ I ′n \ (I ′k ∪ {ik+1})

}
(6.6)

with pi0 = p0 = 1−
∑k

j=1 p
ij . If coordinates are fixed at 0, the corresponding entry

may be omitted, e. g. we may just write ∆(Ik)
k for ∆(Ik)

k × {0}(In\Ik).
Furthermore, we also introduce a (closed) cube �(I′k)

k with a removed base vertex
�(∅)

0 somewhat inexactly denoted by �(I′k)
k , i. e.

�
(I′k)
k := �(I′k)

k \�(∅)
0 =

{
pi1 , . . . , pik ∈ [0, 1]

∣∣∣ k∑
j=1

pij > 0
}
. (6.7)

For functions defined on the cube, the pathwise smoothness required for an
application of the yet to be introduced corresponding Kolmogorov backward operator
(cf. p. 182) may be defined as with the simplex in equality (5.96); hence, we put

ũ ∈ C l
p(�n) :⇔ ũ|�d∪∂d−1�d ∈ C l(�d ∪ ∂d−1�d) for every �d ⊂ �n (6.8)

with respect to the spatial variables, implying that the operator is continuous at all
boundary transitions within �n. This concept may likewise apply to subsets of �n
where needed.

6.3 The blow-up transformation and its iteration
In this section, we will present the blow-up transformation in full detail and state all
necessary results. We start with the findings for the basic transformation (which is
already formulated to hold in arbitrary dimension as required later) and will later
advance to the results for a suitably iterated application of the blow-up transforma-
tion:

6.1 Lemma (blow-up transformation). Let Id = {0, 1, . . . , d}. A blow-up transfor-
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mation Φr
s with r, s ∈ Id \ {0} mapping

∆(Id)
d \∆(Id\{r,s})

d−2 =
{

(p1, . . . , pd)
∣∣pi ≥ 0 for i ∈ Id, pr + ps > 0

}
(6.9)

with p0 := 1−
∑

i∈Id\{0} p
i C∞-diffeomorphically onto

(
∆(Id\{s})
d−1 \∆(Id\{r,s})

d−2

)
×�({s})

1

=
{

(p̃1, . . . , p̃d)
∣∣p̃i ≥ 0 for i ∈ Id \ {s}, p̃r > 0; p̃s ∈ [0, 1]

}
(6.10)

with p̃0 := 1−
∑

i∈Id\{0,s} p̃
i and altogether

∆(Id)
d 7−→

(
∆(Id\{s})
d−1 ×�({s})

1

)
\Nr (6.11)

with

Nr := ∆(Id\{r,s})
d−2 × {0}({r}) ×�({s})

1 , (6.12)

appearing as an additional (d− 1)-dimensional face of ∆(Id\{s})
d−1 ×�({s})

1 , is given by

p̃i := pi for i 6= r, s, (6.13)

p̃r := pr + ps, (6.14)

p̃s :=


ps

pr+ps for pr + ps > 0

0 for pr + ps = 0.
(6.15)

6.2 Corollary. While we obtain Nr = ∆(Id\{r,s})
d−2 ×�({s})

1 as an additional (d− 1)-
dimensional face with Φr

s, the existing (d− 1)-dimensional faces of ∆(Id)
d including

their boundaries are mapped as follows:

∆(Id\{s})
d−1 7−→ ∆(Id\{s})

d−1 × {0}({s}), (6.16)

∆(Id\{r})
d−1 \∆(Id\{r,s})

d−2 7−→
(

∆(Id\{s})
d−1 \∆(Id\{r,s})

d−2

)
× {1}({s}) (6.17)
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and

∆(Id\{i})
d−1 \∆(Id\{i,r,s})

d−3 7−→
(

∆(Id\{i,s})
d−2 \∆(Id\{i,r,s})

d−3

)
×�({s})

1 for i ∈ Id \ {r, s}.

(6.18)
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Figure 6.1: An illustration of the blow-up transformation for d = 2

6.3 Remark. If the p̃s in lemma 6.1 is chosen differently with

p̃s := pr

pr + ps
, (6.19)

this flips the orientation of the p̃s-coordinate in�({s})
1 as all appearances of p̃s now need

to be replaced by 1− p̃s. This, however, does not affect the statements of lemma 6.1,
whereas in corollary 6.2 the images of ∆(Id\{r})

d−1 \∆(Id\{r,s})
d−2 and ∆(Id\{s})

d−1 \∆(Id\{r,s})
d−2

are interchanged. Thus, unless stated differently, in the following we will always
assume that the p̃s-coordinate is chosen with an orientation as given in lemma 6.1.

Proof of lemma 6.1. The transformation corresponds geometrically to a scaling of
the domain into p̃s-direction with the scaling factor given by 1

p̃r
. The assertion

about the transformation domains is straightforward since we have 0 ≤ ps

pr+ps ≤ 1 on

∆(Id)
d \∆(Id\{r,s})

d−2 . Likewise, the C∞-diffeomorphism property follows from Φr
s being
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smoothly differentiable as long as p̃r = pr + ps > 0 and the smoothness of the inverse
transformation (Φr

s)−1, given by

pr = p̃r(1− p̃s), (6.20)

ps = p̃rp̃s, (6.21)

pi = p̃i for i 6= r, s. (6.22)

By this, it also becomes obvious that (Φr
s)−1 maps

(
∆(Id\{s})
d−1 \∆(Id\{r,s})

d−2

)
×�({s})

1

onto ∆(Id)
d \∆(Id\{r,s})

d−2 .

The next lemma is concerned with the transformation behaviour of the operator
L∗n; all considerations apply to L∗n in its domain ∆n as well as – considering the
restrictability of L∗n (cf. lemma 5.3) – in the closure ∆n resp. to the transformed
operator L̃∗n in the subsequent transformation images of the domain (the domain in
question may not be stated explicitly – this will be done in proposition 6.5):

6.4 Lemma. Let I ′n := {1, . . . , n} be an index set with r, s ∈ I ′n and let {i1, . . . , in}
be an ordering of I ′n such that r, s ∈ {i1, . . . , im} for some m ≤ n. When changing
coordinates (pi)i∈I′n 7→ (p̃i)i∈I′n by Φr

s, the operator

L∗n = 1
2

n∑
i,j=1

aij(p) ∂

∂pi
∂

∂pj
(6.23)

with aij(p) = pi(δij − pj) for i, j ∈ {i1, . . . , im}, aij = 0 else for i 6= j is transformed
into

L̃∗n = 1
2

k∑
k,l=1

ãkl(p̃) ∂

∂p̃k
∂

∂p̃l
(6.24)

with ãkl(p̃) = p̃k(δkl − p̃l) for k, l ∈ {i1, . . . , im} \ {s}, ãss(p̃) = p̃s(1−p̃s)
p̃r

, ãsl = ãls = 0
for l 6= s and ãkl(p̃) = akl(p) (with the coordinates yet to be replaced) for all remaining
indices. This also holds if the p̃s-coordinate is chosen with opposite orientation (cf.
remark 6.3).

Proof. Under a change of coordinates (pi) 7→ (p̃i), the coefficients of the 2nd order
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derivatives aij transform as (cf. lemma 2.2)

ãkl =
∑
i,j

aij
∂p̃k

∂pi
∂p̃l

∂pj
, (6.25)

while we may get additional first order derivatives with coefficients
∑

i,j a
ij ∂2p̃k

∂pi∂pj
.

For the transformation at hand, we have (cf. equations (6.14) and (6.13))

∂p̃k

∂pi
= δki + δkr δ

s
i for k 6= s (6.26)

and (cf. equation (6.15))

∂p̃s

∂pi
= pr

(pr + ps)2 δ
s
i −

ps

(pr + ps)2 δ
r
i = 1− p̃s

p̃r
δsi −

p̃s

p̃r
δri . (6.27)

Utilising this, we obtain

ãkl(p̃) =
∑
i,j

aij(p)(δki + δkr δ
s
i )(δlj + δlrδ

s
j ) (6.28)

for k, l 6= s, yielding

ãkl(p̃) = akl(p) + akt(p)δlr + asl(p)δkr + ass(p)δkr δlr
= pk(δkl − pl)− pkpsδlr − psplδkr + ps(1− ps)δkr δlr
= p̃k(δkl − p̃l) (6.29)

for k, l ∈ {i1, . . . , im}\{s} using the given form of the aij , whereas for all other index
pairs not containing the index t, we always have

akt(p)δlr = asl(p)δkr = ass(p)δkr δlr = 0 (6.30)

and hence

ãkl(p̃) =
∑
i,j

aij(p)δki δlj = akl(p), (6.31)
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thus proving the last statement. Furthermore, we have for arbitrary l 6= s

ãsl(p̃) =
∑
i,j

aij(p)
(

1− p̃s
p̃r

δsi −
p̃s

p̃r
δri

)
(δlj + δlrδ

s
j )

= 1− p̃s
p̃r

(asl(p) + ass(p)δlr)−
p̃s

p̃r
(arl(p) + art(p)δlr)

=
(
− 1− p̃s

p̃r
p̃rp̃sp̃l + p̃s

p̃r
(1− p̃s)p̃rp̃l

)
χ{i1,...,im}(l)

− p̃s

p̃r
p̃r(1− p̃s)δlr +

(1− p̃s
p̃r

p̃rp̃s(1− p̃rp̃s) + p̃s

p̃r
p̃r(1− p̃s)p̃rp̃s

)
δlr = 0

(6.32)

as well as ãls = 0 (l 6= s) by symmetry and eventually

ãss(p̃) =
∑
i,j

aij(p)
(

1− p̃s
p̃r

δsi −
p̃s

p̃r
δri

)(
1− p̃s
p̃r

δsj −
p̃s

p̃r
δrj

)

= ass(p)
(

1− p̃s
p̃r

)2

+ arr(p)
(
p̃s

p̃r

)2

− 2asr(p) p̃
s(1− p̃s)

(p̃r)2

= p̃s(1− p̃rp̃s)(1− p̃s)2

p̃r
+ (1− p̃s)(1− p̃r + p̃rp̃s)(p̃s)2

p̃r

− 2p̃rp̃s(1− p̃s) p̃
s(1− p̃s)
p̃r

= p̃s(1− p̃s)
p̃r

, (6.33)

by which the form of all ãkl is shown.
When checking for possible additional first order derivatives, it is obvious that the

second order coordinate derivatives do not vanish at first glance only for p̃s. But we
have (cf. equation (6.27))

∂

∂pj
∂

∂pi
p̃s = 2

(pr + ps)3 (psδri − prδsi )(δrj + δsj ) + 1
(pr + ps)2 (δsi δrj − δri δsj ) (6.34)

and subsequently

∑
i,j

aij
∂

∂pi
∂

∂pj
p̃s = 2

(pr + ps)3

(
ps(arr + ars)− pr(asr + ass)

)
+ 1

(pr + ps)2 (asr − ars)

= 2
(pr + ps)3

(
pspr(1− pr − ps) + prps(pr − 1 + ps)

)
= 0, (6.35)
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for which again the specified form of the appearing aij is needed.
If p̃s is chosen with different orientation as in remark 6.3, instead of equation (6.27)

we then have

∂p̃s

∂pi
= p̃s

p̃r
δsi −

1− p̃s
p̃r

δri , (6.36)

signifying that in the respective formulae the indices r and s are swapped, which in
turn is matched by the corresponding inverse transformation now yielding pr = p̃rp̃s

and ps = p̃r(1− p̃s).

Combining the preceding results, we obtain for an iterated application of the
blow-up transformation:

6.5 Proposition. Let k, n ∈ N with 0 ≤ k ≤ n − 2, {ik, ik+1, . . . , in} ⊂ In :=
{0, 1, . . . , n} with ii 6= ij for i 6= j and Id := In \ {id+1, . . . , in} for d = k, . . . , n− 1.
A repeated blow-up transformation Φrn−k−1

sn−k−1 ◦ . . . ◦ Φr1
s1 with Φrm

sm as in lemma 6.1 with
rm = in−m and sm = in−m+1 for m = 1, . . . , n− k − 1 maps ∆(Ik+1)

k+1 onto itself and

∆(Id)
d 7−→ ∆(Ik+1)

k+1 ×�(Id\Ik+1)
d−k−1 for d = k + 2, . . . , n (6.37)

and altogether

∆(In)
n 7−→

(
∆(Ik+1)
k+1 ×�(In\Ik+1)

n−k−1

)
\

n−1⋃
j=k+1

Nj. (6.38)

The n−k−1 additional (n−1)-dimensional faces Nk+1, . . . , Nn−1 of ∆(Ik+1)
k+1 ×�

(In\Ik+1)
n−k−1

are given by

Nk+1 = ∆(Ik)
k × {0}({ik+1}) ×�(In\Ik+1)

n−k−1 (6.39)

and

Nj = ∆(Ik+1)
k+1 ×�(Ij−1\Ik+1)

j−k−2 × {0}({ij}) ×�(In\Ij)
n−j (6.40)

for j = k + 2, . . . , n− 1. Simultaneously, the operator L∗ =
∑
pi(δij − pj) ∂

∂pi
∂
∂pj

in
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6 A regularising blow-up scheme for solutions of the extended KBE

∆(In)
n is transformed into1

L̃∗ = 1
2

k+1∑
j,l=1

p̃ij(δjl − p̃il)
∂

∂p̃ij
∂

∂p̃il
+ 1

2

n∑
j=k+2

p̃ij(1− p̃ij)∏j−1
l=k+1 p̃

il

∂2

(∂p̃ij)2 (6.41)

in
(

∆(Ik+1)
k+1 ×�(In\Ik+1)

n−k−1

)
\
⋃n−1
j=k+1Nj.

If in any step the coordinate p̃sj is chosen with alternative orientation (cf. re-
mark 6.3), all appearances of p̃sj in the above formulae are replaced by (1− p̃sj).

Thus, the iterated blow-up translates the (extended) Kolmogorov backward equa-
tion in ∆n into a corresponding differential equation in

(
∆(Ik+1)
k+1 × �(In\Ik+1)

n−k−1

)
\⋃n−1

j=k+1Nj. For the successively extended solutions of the Kolmogorov backward
equation introduced in the preceding chapter, the transformation behaviour is as
follows:

6.6 Proposition. Let k, n ∈ N with 0 ≤ k ≤ n − 2, {ik, ik+1, . . . , in} ⊂ In :=
{0, 1, . . . , n} with ii 6= ij for i 6= j and Id := In \ {id+1, . . . , in} for d = k, . . . , n− 1,
and let uIk in

(
∆(Ik)
k

)
−∞ and Ū ik,...,in

Ik
in
(⋃

k≤d≤n ∆(Id)
d

)
−∞

as in proposition 5.25.
Then a repeated blow-up transformation Φrn−k−1

sn−k−1 ◦ . . . ◦ Φr1
s1 with Φrm

sm as in lemma 6.1
with rm = in−m and sm = in−m+1 for m = 1, . . . , n− k − 1 converts

Ū ik,...,in
Ik

(p, t) := uIk(p, t)χ∆(Ik)
k

(p) +
∑

k+1≤d≤n

ūik,...,idIk
(p, t)χ∆(Id)

d

(p)

= uIk(p, t)χ∆(Ik)
k

(p) +
∑

k+1≤d≤n

uIk(πik,...,id(p), t)
d−1∏
j=k

pij∑d
l=j p

il
χ∆(Id)

d

(p)

(6.42)

1Please note that on boundary instances of �(In\Ik+1)
n−k−1 , i. e. p̃il = 0 for some l ∈ In \ Ik+1, the

corresponding summands are assumed not to appear in the right sum in equation (6.41), which
may be interpreted as a result of a successive restriction. The given domain is the maximal
domain for the operator as it is not defined on the exception set

⋃n−1
j=k+1Nj (however, cf. also

lemma 6.9 for the stationary case).
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on
(⋃

k≤d≤n ∆(Id)
d

)
−∞

into

Ũ
ik,ik+1;ik+2,...,in
Ik

(p̃, t) := uIk(p̃, t)χ∆(Ik)
k

(p̃)

+
∑

k+1≤d≤n

ũ
ik,ik+1;ik+2,...,id
Ik

(p̃, t)χ
∆

(Ik+1)
k+1 ×�

(Id\Ik+1)
d−k−1

(p̃) (6.43)

on
(⋃

k≤d≤n ∆(Ik+1)
k+1 ×�(In\Ik+1)

n−k−1

)
−∞

with

ũ
ik,ik+1;ik+2,...,id
Ik

(p̃, t) := ū
ik,ik+1
Ik

(π̃ik+1(p̃), t)
d∏

j=k+2

(1− p̃ij) for d = k + 2, . . . , n

(6.44)

with π̃ik+1(p̃ij) := p̃ij for ij ∈ Ik+1, π̃ik+1(p̃ij) := 0 else. The transformed functions
ũ
ik,ik+1;ik+2,...,id
Ik

smoothly extend to
(

∆(Ik+1)
k+1 ×�

(Id\Ik+1)
d−k−1

)
−∞

respectively; consequently

also Ũ ik,ik+1;ik+2,...,in
Ik

smoothly extends to
(

∆(Ik+1)
k+1 ×�(In\Ik+1)

n−k−1

)
−∞

. Furthermore, it
may be simplified to

Ũ
ik,ik+1;ik+2,...,in
Ik

(p̃, t) ≡ ũ
ik,ik+1;ik+2,...,in
Ik

(p̃, t) in
(

∆(Ik+1)
k+1 ×�(In\Ik+1)

n−k−1

)
−∞

. (6.45)

If in any step the coordinate p̃sj is chosen with alternative orientation (cf. remark 6.3),
all appearances of p̃sj in the above formulae need to be replaced with (1− p̃sj).

For the stationary components, we have in particular:

6.7 Corollary. For k = 0 and w. l. o. g. i0 = 0, the transformed function of proposi-
tion 6.6 in equation (6.45) simplifies to

Ũ i0,i1;i2,...,in
{i0} (p̃) = u{i0}(1) ·

n∏
j=1

(1− p̃ij) in �(I′n)
n , (6.46)

while in accordance with proposition 6.5 the domain is mapped

∆(Id)
d 7−→ �(I′d)

d for d = 0, . . . , n (6.47)
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6 A regularising blow-up scheme for solutions of the extended KBE

and altogether

∆(In)
n 7−→ �(I′n)

n \
n−1⋃
j=1

Nj. (6.48)

The n− 1 additional (n− 1)-dimensional faces N1, . . . , Nn−1 of ∂�(I′n)
n are given by

N1 = {0}({i1}) ×�(I′n\I′1)
n−1 (6.49)

and

Nj = �(I′j−1)
j−1 × {0}({ij}) ×�(I′n\I′j)

n−j (6.50)

for j = 2, . . . , n − 1, whereas the operator L∗ =
∑
pi(δij − pj) ∂

∂pi
∂
∂pj

in ∆(In)
n is

transformed into

L̃∗ = 1
2

n∑
j=1

p̃ij(1− p̃ij)∏j−1
l=1 p̃

il

∂2

(∂p̃ij)2 in �(I′n)
n \

n−1⋃
j=1

Nj. (6.51)

Proof of propositions 6.5 and 6.6. We prove the assertions of both propositions in
parallel: Aiming to transform Ū ik,...,in

Ik
into a function that does not feature any

incompatibilities and hence is of sufficient regularity with respect to the entire
closure of the (transformed) domain, we show that the full blow-up via a repeated
application of the coordinate transformation Φr

s of lemma 6.1 with the indices r and
s to be picked as shown in each step yields the desired result for Ũ ik,ik+1;ik+2,...,in

Ik
,

whereas the transformation behaviour of the domain and the operator is as stated in
proposition 6.5. Note that in the designation of any domains, we will usually suppress
the t-component throughout this proof, e. g. write ∆(In)

n instead of
(
∆(In)
n

)
−∞, for

notational simplicity.
Starting with the top-dimensional component of Ū ik,...,in

Ik
, which is

ūik,...,inIk
(p, t) = ū

ik,...,in−1
Ik

(πin−1,in(p), t) · pin−1

pin−1 + pin
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= uIk(πik,...,in−1(πin−1,in(p)), t)
n−2∏
j=k

pij∑n
l=j p

il
· pin−1

pin−1 + pin
in ∆(In)

n

(6.52)

with pi0 ≡ p0 = 1 −
∑n

j=1 p
ij (if i0 6= 0, one may change the coordinates, i. e.

permute the vertices correspondingly), we initially put2 r1 := in−1 and s1 := in.
Changing coordinates (pi) 7→ (p̃i) by Φr1

s1 maps ∆(In)
n onto ∆(In−1)

n−1 × �({in})
1 and

∆(In−1)
n−1 onto ∆(In−1)

n−1 × {0}({in}), whereas the entire domain ∆(In)
n is transformed into(

∆(In−1)
n−1 ×�({in})

1

)
\Nn−1 with

Nn−1 := ∆(In−2)
n−2 × {0}({in−1}) ×�({in})

1 (6.53)

being an additional (n − 1)-dimensional face of ∆(In−1)
n−1 × �({in})

1 (cf. lemma 6.1).
Simultaneously, the (n− 2)-dimensional incompatibility at ∆(In−2)

n−2 of the continuous
extension of ūik,...,inIk

to ∂n−1∆(In)
n is removed as the transformation yields

ũ
ik,...,in−1;in
Ik

(p̃, t) := ū
ik,...,in−1
Ik

(π̃in−1(p̃), t) · (1− p̃in)

= uIk(πik,...,in−1(π̃in−1(p̃)), t)
n−2∏
j=k

p̃ij∑n
l=j p̃

il
· (1− p̃in)

in ∆(In−1)
n−1 ×�({in})

1 (6.54)

by equation (6.20) et seq. (note π̃in−1(p̃) = πin−1,in(p)). Hence, the complete function
Ū ik,...,in
Ik

is transformed into

Ũ
ik,...,in−1;in
Ik

(p, t) :=
∑

k≤d≤n−1

ūik,...,idIk
(p, t)χ∆(Id)

d

(p)

+ ũ
ik,...,in−1;in
Ik

(p, t)χ
∆(In−1)
n−1 ×�(In\In−1)

1
(p) (6.55)

with the transformed top-dimensional component ũik,...,in−1;in
Ik

(p̃, t) smoothly extending

2Alternatively, one could also put r1 := in and s1 := in−1, which would correspond to inverting the
orientation of the p̃s1 -coordinate in accordance with remark 6.3 (cf. also below) plus subsequently
swapping the coordinate indices in and in−1, thus p̃in would get replaced with 1− p̃in−1 and
p̃in−1 with p̃in .
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to ∆(In−1)
n−1 ×�({in})

1 with

ũ
ik,...,in−1;in
Ik

(p̃, t)
∣∣
∆(In−1)
n−1 ×{0}({in})

≡ ū
ik,...,in−1
Ik

(p̃, t) in ∆(In−1)
n−1 × {0}({in}). (6.56)

As ūik,...,in−1
Ik

itself smoothly extends to ∂n−2∆(In−1)
n−1 , thus ũik,...,in−1;in

Ik
now smoothly

extends to the entire (∂n−2∆(In−1)
n−1 ) × �({in})

1 , in particular to ∆(In−2)
n−2 × �({in})

1 ⊂
Nn−1 (however, ūik,...,in−1

Ik
resp. its continuous extension to ∂n−2∆(In−1)

n−1 still has an
incompatibility at ∆(In−3)

n−3 ).
The operator L∗ = 1

2
∑n

i,j=1 p
i(δij−pj) ∂

∂pi
∂
∂pj

in ∆(In)
n transforms into (cf. lemma 6.4)

L̃∗ = 1
2
∑
j,l 6=n

p̃ij(δjl − p̃il)
∂

∂p̃ij
∂

∂p̃il
+ 1

2
p̃in(1− p̃in)

p̃in−1

∂

∂p̃in
∂

∂p̃in
(6.57)

on
(

∆(In−1)
n−1 × �({in})

1

)
\ Nn−1 since we have ãkl(p̃) = pk(δkl − pl) = p̃k(δkl − p̃l) for

k, l 6= in−1, in. If p̃in is chosen with alternative orientation (cf. remark 6.3), then p̃in

needs to be replaced by (1− p̃in) everywhere.

As already indicated, the transformed solution is still not smoothly extendable to
the full boundary of the transformed domain: Its (n− 2)-dimensional incompatibility
is resolved, but its lower-dimensional incompatibilities persist. Thus, the highest-
dimensional incompatibility now is of dimension n− 3, and hence the situation is
ready for another application of the blow-up transformation, yielding a corresponding
situation afterwards.
Thus, an iterative advancement is necessary to resolve all incompatibilities. For

this purpose, we assume that after the m-th step (m = 1, . . . , n− k − 2) an already
transformed function Ũ ik,...,in−m;in−m+1,...,in

Ik
with (note that we again associate coordi-

nates p resp. p̃ etc. to the domain before/after the (m+ 1)-th transition; furthermore,
we will use the convention ūikIk ≡ uIk to simplify the notation)

Ũ
ik,...,in−m;in−m+1,...,in
Ik

(p, t) =
∑

k≤d≤n−m

ūik,...,idIk
(p, t)χ∆(Id)

d

(p)

+
∑

n−m+1≤d≤n

ũ
ik,...,in−m;in−m+1,...,id
Ik

(p, t)χ
∆(In−m)
n−m ×�(Id\In−m)

d−n+m
(p) (6.58)
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with

ũ
ik,...,in−m;in−m+1,...,id
Ik

(p, t) = ū
ik,...,in−m
Ik

(π̃in−m(p), t)
d∏

j=n−m+1

(1− pij) (6.59)

for d = n−m+ 1, . . . , n and

ū
ik,...,in−m
Ik

(p, t) = ū
ik,...,in−m−1
Ik

(πin−m−1,in−m(p), t) · pin−m−1

pin−m−1 + pin−m

= uIk(πik,...,in−m−1(πin−m−1,in−m(p)), t)
n−m−2∏
j=k

pij∑n
l=j p

il
· pin−m−1

pin−m−1 + pin−m

(6.60)

in ∆(In−m)
n−m . The corresponding total domain as an image of ∆(In)

n is given by

(
∆(In−m)
n−m ×�(In\In−m)

m

)
\

n−1⋃
j=n−m

Nj (6.61)

with previously additional (n− 1)-dimensional faces

Nn−m = ∆(In−m−1)
n−m−1 × {0}({in−m}) ×�(In\In−m)

m (6.62)

and

Nj = ∆(In−m)
n−m ×�(Ij−1\In−m)

j−n+m−1 × {0}({ij}) ×�(In\Ij)
n−j (6.63)

for j = n−m+ 1, . . . , n− 1.
The functions ũik,...,in−m;in−m+1,...,id

Ik
smoothly extend each to ∆(In−m)

n−m ×�(Id\In−m)
d−n+m ,

and we have

ũ
ik,...,in−m;in−m+1,...,id
Ik

|
∆(In−m)
n−m ×�

(Id−1\In−m)
m

= ũ
ik,...,in−m;in−m+1,...,id−1
Ik

(6.64)

for d = n−m+ 2, . . . , n and

ũ
ik,...,in−m;in−m+1
Ik

|
∆(In−m)
n−m

= ū
ik,...,in−m
Ik

. (6.65)
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With ū
ik,...,in−m
Ik

being smoothly extendable to ∂n−m−1∆(In−m)
n−m , also the functions

ũ
ik,...,in−m;in−m+1,...,id
Ik

smoothly extend to
(
∂n−m−1∆(In−m)

n−m

)
×�(Id\In−m)

d−n+m , in particular
all additional faces are covered.
Furthermore, we assume the operator L∗ to be of the corresponding form

L∗ = 1
2

n−m∑
j,l=1

pij(δjl − pil)
∂

∂pij
∂

∂pil
+ 1

2

n∑
j=n−m+1

pij(1− pij)∏j−1
l=n−m p

il

∂2

(∂pij)2 (6.66)

on
(

∆(In−m)
n−m ×�(In\In−m)

m

)
\
⋃n−1
j=n−mNj.

For the (m + 1)-th blow-up step going to be applied now, we first notice that
ū
ik,...,in−m
Ik

resp. its continuous extension to ∂n−m−1∆(In−m)
n−m still has an incompatibility

at ∆(In−m−2)
n−m−2 ⊂ ∆(In−m)

n−m , corresponding to pin−m +pin−m−1 = 0. Consequently, this may
be resolved by a blow-up transformation Φrm+1

sm+1 with rm+1 = in−m−1 and sm+1 = in−m

(note that, due to the stipulation i0 = 0, we always have rm+1, sm+1 6= 0), mapping
the simplex part of the domain (cf. lemma 6.1)

∆(In−m)
n−m 7−→ ∆(In−m−1)

n−m−1 ×�
({in−m})
1 (6.67)

resp.

∆(In−m−1)
n−m−1 7−→ ∆(In−m−1)

n−m−1 × {0}({in−m}) (6.68)

and altogether

∆(In−m)
n−m 7−→ ∆(In−m−1)

n−m−1 ×�
({in−m})
1 \Nn−m−1 (6.69)

with

Nn−m−1 := ∆(In−m−2)
n−m−2 × {0}({in−m−1}) ×�({in−m})

1 (6.70)

being an additional (n−m− 1)-dimensional face of ∆(In−m−1)
n−m−1 ×�

({in−m})
1 .

From this – when gradually adding the cubic part �(In\In−m)
m with coordinates
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pin−m+1 , . . . , pin – equation (6.67) turns into

∆(In−m)
n−m ×�(Id\In−m)

d−n+m 7−→ ∆(In−m−1)
n−m−1 ×�

(Id\In−m−1)
d−n+m+1 for d ≥ n−m, (6.71)

and by applying equation (6.69) to the previous image of the initial domain ∆(In)
n in

equation (6.61), we obtain for the transformed total domain

(
∆(In−m−1)
n−m−1 ×�

(In\In−m−1)
m+1

)
\

n−1⋃
j=n−m−1

Ñj (6.72)

with Ñn−m, . . . , Ñn−1 being the images of the previous additional faces: The faces
Nn−m+1, . . . , Nn−1 are only affected indirectly as they contain the full ∆(In−m)

n−m as a
factor, and hence only the in−m-th coordinate is moved from the simplex to the cubic
fraction, thus

Ñj = ∆(In−m−1)
n−m−1 ×�

(Ij−1\In−m−1)
j−n+m × {0}({ij}) ×�(In\Ij)

n−j (6.73)

for j = n−m+ 1, . . . , n− 1, whereas Nn−m ≡ Ñn−m is virtually not affected as
only pin−m = 0 is transformed into p̃in−m = 0. For the ‘new’ additional (n − 1)-
dimensional face Ñn−m−1 (resulting from Nn−m−1), we may – having added the
remaining dimensions – relax the condition p̃in−m > 0 in equation (6.70), which
ensures Nn−m−1 6= ∆(In−m−2)

n−m−2 , into
∑n

j=n−m p̃
ij > 0 and hence obtain

Ñn−m−1 := ∆(In−m−2)
n−m−2 × {0}({in−m−1}) ×�(In\In−m−1)

m+1 . (6.74)

Simultaneously, ūik,...,in−mIk
and ũ

ik,...,in−m;in−m+1,...,id
Ik

, d = n − m + 1, . . . , n get
transformed into

ũ
ik,...,in−m−1;in−m,...,id
Ik

(p̃, t) = ū
ik,...,in−m−1
Ik

(π̃in−m−1(p̃), t)
d∏

j=n−m

(1− p̃ij) (6.75)

in ∆(In−m−1)
n−m−1 ×�

(Id\In−m−1)
d−n+m+1 for d ≥ n−m, and hence
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Ũ
ik,...,in−m−1;in−m,...,in
Ik

(p, t) :=
∑

k≤d≤n−m−1

ūik,...,idIk
(p, t)χ∆(Id)

d

(p)

+
∑

n−m≤d≤n

ũ
ik,...,in−m−1;in−m,...,id
Ik

(p, t)χ
∆(In−m−1)
n−m−1 ×�(Id\In−m−1)

d−n+m+1
(p). (6.76)

The transformed functions ũik,...,in−m−1;in−m,...,id
Ik

then each smoothly extend to
∆(In−m−1)
n−m−1 ×�

(Id\In−m−1)
d−n+m+1 , and we have

ũ
ik,...,in−m−1;in−m,...,id
Ik

|
∆(In−m−1)
n−m−1 ×�

(Id−1\In−m−1)
m+1

= ũ
ik,...,in−m−1;in−m,...,id−1
Ik

(6.77)

for d = n−m+ 1, . . . , n and

ũ
ik,...,in−m−1;in−m
Ik

|
∆(In−m−1)
n−m−1

= ū
ik,...,in−m−1
Ik

. (6.78)

With ū
ik,...,in−m−1
Ik

being smoothly extendable to ∂n−m−2∆(In−m−1)
n−m−1 , the functions

ũ
ik,...,in−m−1;in−m,...,id
Ik

also smoothly extend to
(
∂n−m−2∆(In−m−1)

n−m−1

)
× �(Id\In−m−1)

d−n+m+1 , by
which all additional faces are covered; in particular, ũik,...,in−m−1;in−m

Ik
smoothly ex-

tends to Nn−m−1 resp. eventually ũik,...,in−m−1;in−m,...,in
Ik

extends to Ñn−m−1 (however,
ū
ik,...,in−m−1
Ik

resp. its continuous extension to ∂n−m−2∆(In−m−1)
n−m−1 still has an incompati-

bility at ∆(In−m−3)
n−m−3 ).

To analyse the transformation behaviour of the operator, we first note that the
requirements of lemma 6.4 on aij are met as for i, j ∈ {i1, . . . , in−m} we have
aij(p) = pi(δij − pj) by equation (6.66), while all other non-diagonal coefficients
vanish. Hence, by the lemma, we have for i, j ∈ {i1, . . . , in−m}

ãij(p̃) = p̃i(δij − p̃j), (6.79)

while for ãijij with j = n−m+ 1, . . . , n we obtain

ãijij(p̃) = aijij(p) = pij(1− pij)∏j−1
l=n−m p

il
= p̃ij(1− p̃ij)∏j−1

l=n−m−1 p̃
il
. (6.80)
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Likewise, ãin−min−m takes the form

ãin−min−m(p̃) = p̃in−m(1− p̃in−m)
p̃in−m−1

, (6.81)

whereas all other coefficients vanish. Altogether, this yields

L̃∗ = 1
2

n−m−1∑
j,l=1

p̃ij(δjl − p̃il)
∂

∂p̃ij
∂

∂p̃il
+ 1

2

n∑
j=n−m

p̃ij(1− p̃ij)∏j−1
l=n−m−1 p̃

il

∂2

(∂p̃ij)2 (6.82)

on
(

∆(In−m−1)
n−m−1 × �

(In\In−m−1)
m+1

)
\
⋃n−1
j=n−m−1Nj. If p̃in−m is chosen with alternative

orientation (cf. remark 6.3), then p̃in−m needs to be replaced by (1−p̃in−m) everywhere.
Thus, after the (m + 1)-th blow-up step, domain, solution and operator are of

analogous form as before, just with the index m replaced by m+ 1. Eventually, after
n− k − 1 blow-up steps domain, solution and operator have attained the asserted
form of the corresponding statements. In particular, the remaining uIk as a proper
solution smoothly extends to the entire boundary of ∆(Ik)

k , and hence so does ūik,ik+1
Ik

in ∆(Ik)
k+1, implying that each ũik,ik+1;ik+2,...,id

Ik
smoothly extends to ∆(Ik+1)

k+1 ×�(Id\Ik+1)
d−k−1 ,

and eventually Ũ ik,ik+1;ik+2,...,in
Ik

smoothly extends to ∆(Ik+1)
k+1 × �(In\Ik+1)

n−k−1 . Moreover,
the restriction property in equations (6.77) and (6.78) yields equation (6.45).

Proof of corollary 6.7. In the given setting, we have ūi0,i1{i0} (p̃) = u{i0}(p̃i0+p̃i1) p̃i0

p̃i0+p̃i1 =

u{i0}(1)(1− p̃i1) in ∆({i0,i1})
1 = �({i1})

1 (and ∆({i0})
0 = {0}({i0})), which proves the as-

serted form of the (simplified) solution, the domain and the additional faces.

However, the global smoothness of the transformed solution of proposition 5.25
observed in the preceding corollary does not necessarily hold for other functions
in question, i. e. arbitrary iteratively extended solutions U in accordance with the
extension constraints 5.20 (this corresponds to U particularly being of class C∞p0 , cf.
also remark 5.21). However, we still have a weaker global regularity assertion for the
transformed function Ũ on the entire image of the simplex (only formulated for the
stationary component corresponding to the setting of corollary 6.7):

6.8 Lemma. Let n ≥ 2, Id := {i0, i1, . . . , id} ⊂ {0, 1, . . . , n} for d = 0, . . . , n
with ii 6= ij for i 6= j and u{i0} : ∆({i0})

0 −→ R. Then an iterated extension
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U =
∑n

d=0 ud ∈ C∞p0

(⋃n
d=0 ∆(Id)

d

)
of u{i0} in accordance with the extension con-

straints 5.20 is transformed by a successive blow-up transformation Φrn−1
sn−1 ◦ . . . ◦ Φr1

s1

as in proposition 6.5 into a function Ũ =
∑n

d=0 ũd :
⋃n
d=0�

(I′d)
d −→ R with exten-

sion to all faces
{
p̃i1 = 1

}
, . . . ,

{
p̃in = 1

}
(perceivable as boundary instance of any

�
(I′d)
d ⊂ �(I′n)

n ) which is of class C∞p and vanishes on the mentioned faces.

Proof. By lemma 6.1 and proposition 6.5 resp. corollary 6.7, the full blow-up trans-
formation respectively maps

n⋃
d=0

∆(Id)
d 7−→

n⋃
d=0

�
(I′d)
d (6.83)

C∞-diffeomorphically (cf. equation (6.47)). By the C∞p0 -regularity of U , un in ∆(In)
n

smoothly connects with un−1 in ∆(In−1)
n−1 , and consequently so does ũn in �(I′n)

n with
ũn−1 in �(I′n−1)

n−1 ; an analogous statement holds for all lower dimensions. Thus it
remains to be shown that Ũ extends those faces of �(I′n)

n given by {p̃ij = 1} for
j = 1, . . . , n such that the extension is of class C∞p .
In anticipation of lemma 6.18 on p. 210, the interior of {p̃ij = 1} ⊂ �(I′n)

n corre-
sponds to pij−1 = 0 and pil > 0 for l 6= j − 1 in ∆(In)

n , thus to ∆(In\{ij−1})
n−1 , which is a

boundary face of ∆(In)
n outside the assumed extension path defined by the (ordered)

In. Hence by the C∞p0 -regularity, the relevant continuous extension of U needs to
be zero there, and this is attained smoothly when coming from the interior ∆(In)

n .
Considering the diffeomorphism properties of the transformation, this also applies to
the cube.
An analogous observation holds for subcubes �(I′d−1)

d−1 ⊂ �n, d = 1, . . . , n: The
interior of its face {p̃ij = 1} corresponds to ∆(Id−1\{ij−1})

d′−1 ⊂ ∆(Id−1)
d−1 when transformed

back to the simplex (cf. equation (6.83) and lemma 6.18). This is again outside
the assumed extension path, in particular if starting in ∆(Id−1)

d−1 , and hence the
corresponding boundary extension of ud−1 needs to smoothly attain zero there by
the C∞p0 -regularity, which likewise applies analogously to the cube.
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6.4 The uniqueness of solutions of the stationary
Kolmogorov backward equation

We will now start the discussion of the main application of the blow-up scheme,
which is the uniqueness of iteratively extended solutions of the Kolmogorov backward
equation in accordance with the extension constraints 5.20. However, as already
mentioned, in the presented work, this is limited to the stationary components. First,
we will discuss the uniqueness of solutions of the (correspondingly transformed)
stationary Kolmogorov backward equation on the cube, which is basically analogous
to our considerations for the simplex in section 5.4.7. After that, we will state the
main result of this chapter by applying the uniqueness result for the cube to the
transformed iteratively extended solutions (assuming sufficient regularity if necessary),
thus substantially broadening the previous uniqueness result of proposition 5.31.

Regarding the uniqueness of stationary solutions on the cube with the transformed
Kolmogorov backward operator given by equation (6.51), we have in conjunction to
lemma 5.30 for the simplex:

6.9 Lemma (stem lemma, cube version). For a solution u ∈ C∞(�n) of the sta-
tionary Kolmogorov backward equation L̃∗nu = 0 in �n with

L̃∗n := 1
2

n∑
i=1

p̃i(1− p̃i)∏i−1
j=1 p̃

j

∂2

(∂p̃i)2 (6.84)

and with extension ū ∈ C∞p (�n), we have

L̃∗ū = 0 in �n, (6.85)

i. e.

L̃∗dū = 0 with L̃∗d := 1
2

n∑
i=ı̂(d)+1
i 6=im

p̃i(1− p̃i)
i−1∏

j=ı̂(d)+1
j 6=im

p̃j

∂2

(∂p̃i)2 (6.86)

in �d =
{
p̃i1 = bi1 , . . . , p̃

in−d = bin−d
}
⊂ ∂d�n for all 1 ≤ d ≤ n − 1 and all
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i1, . . . , in−d ∈ {1, . . . , n}, ik 6= il for k 6= l with ı̂ = ı̂(d) := arg max
i1,...,in−d

{bim = 0} resp.

ı̂(d) := 0 if bim = 1 for all im.

Proof. The statement is proven iteratively: Assuming that equation (6.86) holds in
some (arbitrary) domain �d+1 ⊂ ∂d+1�n, we show that a corresponding formula also
holds for any �d ⊂ ∂d�d+1 ⊂ ∂d�n. A repeated application of the argument then
yields the assertion.

Let�d+1 =
{
p̃i1 = b1, . . . , p̃

in−d−1 = bn−d−1
}
and�d =

{
p̃i1 = b1, . . . , p̃

in−d = bn−d
}

with in−d 6= i1, . . . , in−d−1 and bn−d ∈ {0, 1}. If we have in−d < ı̂(d + 1), then as
p̃in−d → 0 resp. p̃in−d → 1, the value of the operator in equation (6.86) applied to
ū – with the occurring derivatives and the coefficients being continuous – depends
continuously on p̃ up to the boundary, thus equation (6.86), which already has the
corresponding form for �d (note ı̂(d) ≡ ı̂(d+ 1)), also holds on �d.

If we rather have in−d > ı̂(d+ 1) and bn−d = 1, then, when choosing some p̃ ∈ �d
and a sequence (p̃l)l∈N in �d+1 with p̃l → p̃, the expression

1
2
p̃
in−d
l (1− p̃in−dl )∏in−d−1

j=ı̂(d)+1
j 6=im

p̃jl

∂2

(∂p̃in−dl )
2 ū(p̃l) (6.87)

is controlled by (1 − p̃
in−d
l ) while approaching p̃ and – with the derivatives of ū

being bounded on a closed neighbourhood of p̃ by reason of the regularity of ū –
is continuous up to p̃. Analogous to the previous case, all other summands of the
operator in equation (6.86) are also continuous on the boundary, thus proving that
the corresponding form of equation (6.86) (with the in−d-th summand deleted) holds
in �d (again ı̂(d) ≡ ı̂(d+ 1)).
If instead in−d > ı̂(d + 1) and bn−d = 0, then we may multiply the whole equa-

tion (6.86) by p̃in−d . If now p̃in−d → 0, then by a similar argument as above all
derivatives of the operator that do not contain p̃in−d in the denominator of their
coefficient continuously vanish, whereas the values of all other summands are also
continuous up to the boundary. Thus, equation (6.86) holds on �d with the index
ı̂(d+ 1) replaced by ı̂(d) = in−d.

The obtained equation (6.85) may again be perceived as an extended version of
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the stationary Kolmogorov backward equation on the cube (cf. also equation (5.148),
although the domains do not fully correspond), and we have (cf. proposition 5.31):

6.10 Proposition. A solution ū ∈ C∞p (�n) ∩ C0(�n) of the extended stationary
Kolmogorov backward equation

L̃∗ū = 0 in �n (6.88)

with L̃∗ as in equation (6.86) is uniquely determined by its values on ∂0�n.

Proof. The uniqueness may be shown by a successive application of the maximum
principle: In every instance of the domain �d ⊂ ∂d�n for all 1 ≤ d ≤ n, the solution
ū|�d is uniquely defined by its values on ∂�d: If equation (6.86) comprises d derivative
terms, this follows directly from Hopf’s maximum principle as the operator is locally
uniformly elliptic on �d; if it only comprises d′ < d derivative terms, analogous
considerations apply for each d′-dimensional fibre of �d (with corresponding boundary
part), thus giving the uniqueness of a solution on every fibre first and after assembling
also on all �d. Applying this consideration successively for ∂0�n, . . . , ∂n�n = �n
yields the desired global uniqueness.

With the blow-up scheme and its regularising effect on the solution at hand, we
may now show that the preceding uniqueness result may also be conveyed to the
simplex ∆n, assuming some additional regularity. As already indicated, it then
only remains to be shown that there is sufficient and unique boundary data for any
extension, and we eventually have:

6.11 Theorem. Let n ∈ N+, Id := {i0, i1, . . . , id} ⊂ {0, 1, . . . , n} for d = 0, . . . , n
with ii 6= ij for i 6= j and u{i0} : ∆({i0})

0 −→ R be given. Then an extension
Ū i0,...,in
{i0} :

⋃
0≤d≤n ∆(Id)

d −→ R as in proposition 5.25 is unique within the class of
extensions U which satisfy the extension constraints 5.20, i. e.

(i) are of class C∞p0

(⋃
0≤d≤n ∆(Id)

d

)
with U |∆({i0})

0
= u{i0} and

(ii) solve the stationary Kolmogorov backward equation (5.148) in
⋃

0≤d≤n ∆(Id)
d ,

as well as, in case n ≥ 2, whose
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(iii) transformation image Ũ :
⋃n
d=0�

(I′d)
d −→ R by a successive blow-up transfor-

mation Φrn−1
sn−1 ◦ . . . ◦ Φr1

s1 as in proposition 6.5 has an extension to the entire
boundary ∂�(I′n)

n which is of class C∞p
(
�(I′n)
n

)
∩ C0(�(I′n)

n

)
.

Consequently, also the global extension Ū{i0} as in proposition 5.28 resp. also in
theorem 5.29 is unique.

Proof. The assertion for the trivial case n = 1 directly follows, as Ū i0,i1
{i0} is as already

sufficiently regular in ∆(I1)
1 ≡ �(I′1)

1 for an application of the maximum principle,
in particular globally continuous. For n ≥ 2, any function U which is a solution
of the stationary Kolmogorov backward equation (5.148) in ∆(In)

n by a full blow-
up transformation of the domain transforms into a function Ũ , which solves the
stationary Kolmogorov backward equation (6.41) in

⋃n
d=0�

(I′d)
d (cf. proposition 6.5

resp. corollary 6.7 and lemma 6.8). Furthermore, with the assumed regularity after a
full blow-up, it has an extension to �(I′n)

n which is pathwise smooth as well as globally
continuous and by lemma 6.9 solves the stationary Kolmogorov backward equation
L̃∗ ¯̃U = 0 in �(I′n)

n with L̃∗ as in equation (6.86). Hence, the uniqueness result of
proposition 6.10 applies and proves the uniqueness of the transformed function (and,
regarding the injectivity of the blow-up, also the uniqueness of U) – for specified
boundary data on the entire ∂0�

(I′n)
n . Thus, we only need to show that this boundary

data is uniquely determined by the assumptions made.
This is straightforward: In accordance with lemma 6.8, Ũ resp. its corresponding

continuous extension vanishes on {p̃ij = 1} ⊂ ∂�(I′n)
n , j = 1, . . . , n. As by assump-

tion (iii) the continuous extendability applies to the entire �(I′n)
n , Ũ resp. its extension

even vanishes on

{
p̃i1 = 1

}
, . . . ,

{
p̃in = 1

}
. (6.89)

In particular, this signifies that Ũ resp. its extension vanishes on any vertex �0 ⊂
∂0�

(I′n)
n – which may always be written as

�0 =
{
p̃ij = bj for j = 1, . . . , n

}
with correspondingly bj ∈ {0, 1} – (6.90)

except for the vertex �(∅)
0 = {(0, . . . , 0)}, where it attains the value u{i0} as stated
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previously. Thus, the (transformed) boundary data given on all vertices is identical
for any extension in question, and since Ū i0,...,in

{i0} :
⋃

0≤d≤n ∆(Id)
d −→ R as in propo-

sition 5.25 satisfies the extension constraints and has an extension to the entire
boundary ∂�(I′n)

n which is in C∞p (�(I′n)
n ) ∩ C0(�(I′n)

n

)
(this may be seen directly from

equation (6.46)), it also is the unique extension.

6.5 Some combinatorial and model related aspects of
the blow-up scheme

Having stated the main result, we now wish to illuminate some combinatorial aspects
of the presented blow-up scheme as well as give a justification of the regularity
assumption in theorem 6.11 (iii) in terms of the model.
As, with both the simplex and the cube, a stationary solution on the entire

domain which is pathwise smooth and globally continuous is uniquely determined
by its values on the vertices, the increased number of dimensions of the linear space
of solutions from n + 1 in proposition 5.31 to (n + 1)! in proposition 5.25 resp.
corollary 5.26 should be linked to the increase in the number of vertices that �n
encompasses (i. e. 2n) in comparison with that of ∆n (i. e. n+ 1). In accordance with
proposition 6.10, one would at first suspect that the 2n vertices of the domain �n
imply a 2n-dimensional solution space (which is different from (n+ 1)!). However, it
turns out that the increase in the number of different solutions is rather due to the
numerous ways to catenate cube and simplex part as we have (the result holds for
arbitrary 0 ≤ k ≤ n− 2):

6.12 Lemma. There are 1
2

(n+1)!
(k+1)! possibilities to map ∆(In)

n onto ∆(Ik+1)
k+1 ×�(In\Ik+1)

n−k−1

(irrespective of any additional faces) by an iterative blow-up scheme as presented in
proposition 6.5.

Proof. The given number results from the various choices of coordinates that are
made during the application of such a blow-up scheme. As is obvious from the proof
of proposition 6.5, in the first blow-up step two out of n+ 1 coordinates in In are
chosen, i. e. pin−1 and pin , in no specific order as they determine the current (n− 2)-
dimensional blow-up domain (swapping the coordinates only swaps the corresponding
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indices of the p̃-coordinates as well as inverts the orientation of the p̃in-coordinate
orientation; cf. also the footnote on p. 189). In all following blow-up steps, only one
further coordinate out of the n − d + 1 remaining coordinates is chosen since by
the applied scheme the corresponding blow-up domain needs to be a subsimplex of
subsequent lower dimension of the previous blow-up domain, which also defines the
other blow-up index. With n− k − 1 blow-up steps altogether, the total number of
the choices made thus equals

1
2 · (n+ 1)n · (n− 2) · · · (k + 2) = 1

2
(n+ 1)!
(k + 1)! .

Furthermore, each blow-up scheme actually works for two different iteratively
extended solutions, which is due to the ambiguity in the first blow-up step: Thus, for
a given extension path In, an iterated blow-up transformation as in proposition 6.6
has the same qualitative effect on the corresponding iteratively extended function
as in proposition 5.25, even if in the extension of the function the indices in−1 and
in are exchanged; that just converts the last factor of the transformed extended
function from (1− p̃in) into p̃in . Conversely, this is also reflected when asking which
iteratively extended functions may be transformed back into the desired form by a
given blow-up scheme (formulated only for k = 0):

6.13 Lemma. In the situation of proposition 6.6 resp. corollary 6.7, out of the
class of functions ũ ∈ C∞p (�(I′n)

n ) ∩ C0(�(I′n)
n ) which solve the extended stationary

Kolmogorov backward equation (6.85) in �(I′n)
n and vanish everywhere on ∂0�

(I′n)
n except

for a single vertex �̂0 ⊂ ∂0�
(I′n)
n , only those functions with �̂0 ∈ N1 ∩ . . . ∩ Nn−1

are transformed into a function of type (5.129) when reversing the given blow-up
transformation.

Proof. Since being in ∂0�
(I′n)
n , we generically have �̂0 ∈ {0, 1}n; furthermore, let ũ0

be the value of ũ on �̂0. At first we note that all solutions in question are of the
form

ũ(p̃) = ũ0

n∏
j=1

ũij(p̃), p̃ ∈ �(I′n)
n (6.91)

with either ũij(p̃) = (1 − p̃ij) or ũij(p̃) = p̃ij for j = 1, . . . , n as they all satisfy
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equation (6.85) and are of sufficient regularity – hence by proposition 6.10 are
uniquely determined by their values on ∂0�

(I′n)
n . The requirement of vanishing on all

vertices except for �̂0 directly implies the depicted shape.
If �̂0 /∈ N1 ∩ . . .∩Nn−1, then consequently the il-th component of �̂0 equals 1 for

some l ∈ {1, . . . , n− 1}, and we correspondingly have ũil(p̃) = p̃il . Transforming ũ
now reversely in particular signifies for l 6= 1 that, when reversing the (n− l + 1)-th
blow-up step (with rn−l+1 = il−1 and sn−l+1 = il), p̃il is replaced by pil

pil−1+pil . When
subsequently reversing the preceding (i. e. (n− l)-th) blow-up step, the numerator
of pil

pil+pil+1 is transformed into pil + pil+1 and hence cancels with the denominator of

the transformation result of the factor ũil+1 , being
pil

pil+pil+1 resp. pil+1

pil+pil+1 . If l = 1,
reversing the last (i. e. (n− 1)-th) blow-up step yields p̃i1 = pi1 + pi2 and p̃i2 = pi2

pi1+pi2

resp. 1− p̃i2 = pi1

pi1+pi2 , which also cancel. Thus, at least one fraction is lost, and the
fully reversely transformed solution ū is not of the form as given in equation (5.129).
Solely, both choices of ũin correspond to a function ū of the form (5.129) as

described in proposition 5.25 after a full reverse transformation: It is easy to see
that this corresponds to endowing either of the two vertices in N1 ∩ . . . ∩Nn−1 with
a positive value.

6.14 Remark. As may be seen from the yet following lemma 6.18, both possible
choices of �̂0 correspond to ∆({0})

0 when transformed back to the simplex.

Thus, combining the results of lemma 6.12 and lemma 6.13 for k = 0, (n+1)!
2

different blow-up schemes and a two-dimensional space of transformable iteratively
extended solutions each yield altogether an (n+ 1)!-dimensional space of functions
of the desired type (5.129).

Another interesting aspect is to explain the increase in the number of vertices
from ∆n to �n when applying the blow-up scheme in terms of the incompatibilities
which need to be resolved. As already stated, Ū i0,...,in

{i0} features an (n − 1)-fold
nested incompatibility, i. e. an incompatibility of the boundary extensions of the
corresponding component of Ū i0,...,in

{i0} at each different level. To resolve this at the
top-dimensional component, we require one extra copy of the face ∆n−2 as this is
the intersection of the two conflictual faces, which signifies an increase in vertices by
n− 1. After d− 1 blow-up steps, the corresponding face is of dimension n− d− 1
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and is – within the simplex part of ∆n−d+1 ×�d−1 – again the intersection of two
conflictual faces, thus also one extra copy is required. The hereby implied increase
by n− d vertices, however, is reflected in the d− 1 dimensions of the cube fraction
�d−1, yielding an additional factor 2d−1. Eventually summing over all new vertices
generated in the n− 1 blow-up steps and the previously existing n+ 1 vertices, we
obtain

n−1∑
d=1

2d−1(n− d) + (n+ 1) = 2n, (6.92)

which is the total number of vertices in �n (if the reflection in the cube part is
ignored, then only

∑n−1
d=1(n− d) = n(n−1)

2 new vertices would be generated).

Justification of the regularity assumption in terms of the model

Finally, we will illustrate some model related arguments in support of the regularity
assumption as it appears in theorem 6.11 (iii) for n ≥ 2, thus argue that the existence
of a pathwise smooth extension to the entire closed cube for a transformed iteratively
extended stationary solution of the Kolmogorov backward equation in accordance
with the extension constraints 5.20 – which by lemma 6.8 is already pathwise
smooth in the transformation image of the simplex – may also be based on some
reasonable assumptions on the behaviour of the underlying Wright–Fisher model.
As such an extension particularly requires that all incompatibilities are resolved (in
contrast to the solution on the simplex), we may furthermore stipulate that atypical
solutions whose extension still lacks global continuity in the entire closure of the
cube are also excluded in terms of the underlying model, hence in total matching
the condition 6.11 (iii).

Analysis of a simple example

To develop the general principle of the desired plausibilisation of the C∞p -regularity
property, we start with some observations on the behaviour of an iteratively extended
solution as in proposition 5.25 for n = 2 in the context of the presented blow-up. We
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then have e. g.

Ū0,1,2
{0} = u{0}χ∆({0})

0
+ ū0,1

{0}χ∆({0,1})
1

+ ū0,1,2
{0} χ∆({0,1,2})

2
in

2⋃
d=0

∆({0,...,d})
d (6.93)

(for a detailed construction of such a function cf. also p. 160), and of course only the
top-dimensional component ū0,1,2

{0} (p) = p0 · p1

1−p0 in ∆({0,1,2})
2 (with p0 = 1− p1 − p2)

resp. its continuous extension yields incompatibilities. Hence, applying a blow-up
transformation with r = 1, s = 2 transforms it via p̃1 := p1 + p2 and p̃2 := p2

p1+p2 into

ũ0,1;2
{0} (p̃) = (1− p̃1)(1− p̃2), which is found to be smoothly extendable to �({1,2})

2 (as
then also Ũ0,1;2

{0} = u{0}χ�0 + ū0,1
{0}χ�({1})

1
+ ũ0,1;2

{0} χ�({1,2})
2

).
The observed smooth extendability of ũ0,1;2

{0} in particular to the additional 1-dimen-

sional face N1 := {0}({1}) × �({2})
1 of �({1,2})

2 then implies that, for any sequence
(p̃l)l≥0 in �({1,2})

2 with liml→∞ p̃l := p̃ ∈ N1, i. e. p̃1 = 0 and p̃2 = α for some α ∈ [0, 1],
the limit

lim
l→∞

ũ0,1;2
{0} (p̃l) (6.94)

exists and depends smoothly on α itself, in particular up to the boundary of N1,
equalling {(0, 0), (0, 1)}. There, the limit coincides with the limit of (the continuous
extension of) ũ0,1;2

{0} |�({1})
1
≡ ū0,1

{0} on the face �({1})
1 × {0}({2}) resp. ũ0,1;2

{0} ≡ 0 on

�({1})
1 × {1}({2}).
Translating this back to ∆({0,1,2})

2 , we have that, for all sequences (pl)l≥1 in ∆({0,1,2})
2

with liml→∞ p
1
l = 0, liml→∞ p

2
l = 0 and liml→∞

p2
l

p1
l+p

2
l

= α for some α ∈ [0, 1], the
limit

lim
l→∞

ū0,1,2
{0} (pl) (6.95)

also exists and likewise depends smoothly on α. This signifies that, when approaching
the incompatibility of (the continuous extension of) ū0,1,2

{0} at ∆({0})
0 = {0} – with a

certain limit ratio of p1 and p2 given –, we still obtain a limit for ū(p), which itself
depends smoothly on the chosen limit ratio and coincides with the corresponding
limit of ū0,1,2

{0} |∆({0,1})
1

≡ ū0,1
{0} on the face ∆({0,1})

1 if α ≡ 0 resp. ū0,1,2
{0} ≡ 0 on ∆({0,2})

1 if
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α ≡ 1.

General considerations

While having observed the properties of a specific iteratively extended solution as by
proposition 5.25 in the preceding example, one may generally argue that we may
expect analogous properties for any function which in the setting of the Wright–Fisher
model gives the probability for an eventual loss of alleles by

{0, 1, 2} −→ {0, 1} −→ {0} (6.96)

(if present) when starting in some pl ∈ ∆({0,1,2})
2 (as does Ū0,1,2

{0} resp. its top-dimen-
sional component ū0,1,2

{0} ). Then the considered situation of pl approaching the vertex 0
via p0

l → 1 for l → ∞ may be interpreted as allele 0 increasingly dominating the
initial population – up to the limit case, where allele 0 is the only remaining allele.
For this limit, one would expect the following behaviour for the model:

(i) As the path probability depends crucially on the ratio of the frequency of
allele 2 to the joint frequency of the alleles 1 and 2 (and the ratio of the joint
frequency of the alleles 1 and 2 to the joint frequency of all alleles), its value
should stay regular when approaching the incompatibility, i. e. have a finite
limit, if the limits for the mentioned ratios exist (the latter equalling zero).

(ii) This limit of the path probability should always be less or equal than the
original path probability for only the allele 0 being present and should depend
smoothly on the limit ratios. Furthermore, for boundary values of the limit
ratios, it should be smoothly compatible with the path probability for starting
with a configuration of only 2 alleles (which in the given example is ū0,1

{0} in
∆({0,1})

1 resp. 0 in ∆({0,2})
1 by definition).

These assumptions on the model directly translate into regularity properties of the
corresponding solution of the Kolmogorov backward equation in ∆({0,1,2})

2 , describing
the path probabilities (as is also observed with ū0,1,2

{0} ): (i) yields the existence of
all limits for the vertex {0}, which are by (ii) bounded and do smoothly depend
on the chosen limit approach direction towards the vertex as well as coincide with
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the lower dimensional components of the function if the approach limit direction
agrees with the direction of the adjacent faces. For the transformation image of any
such function satisfying the listed properties, this correspondingly yields that the
solution by (i) continuously extends to the new face N1 with the extension by (ii)
being bounded by the value of the function in �(∅)

0 as well as also being smooth
and smoothly compatible with the remainder of the function towards the boundary
points of N1, thus pathwise smooth.

With more than two alleles, the situation is analogous, but more intricate as
one has to take into account the hierarchical structure of ∆n: We may then expect
that any function describing the path probabilities for a successive extinction of
alleles fulfils adequate limit requirements on the simplex, which are formulated in
the following definition in terms of the underlying model:

6.15 Definition (domination limit property). Let n ≥ 2 and Id := {i0, i1, . . . , id} ⊂
{0, 1, . . . , n} for d = 0, . . . , n with ii 6= ij for i 6= j and w. l. o. g. i0 = 0 (if i0 6= 0,
the vertices may be permuted correspondingly). In the setting of the Wright–Fisher
model with allele set In, a function U =

∑n
d=0 ud ∈ C∞p0

(⋃n
d=0 ∆(Id)

d

)
giving the hit

probabilities for the eventual target set {i0} along the extinction path

{i0, . . . , in−1} −→ {i0, . . . , in−2} −→ . . . −→ {i0, i1} −→ {i0} (6.97)

(cf. equation (5.135), p. 165) is said to fulfil the domination limit property if for all
index pairs (d1, d2) out of {0, . . . , n} with d1 + 2 ≤ d2 and for all sequences (pl)l≥0 in
∆(Id2 )
d2

with liml→∞ pl = p ∈ ∆(Id1 )
d1

, i. e. pid1+1 , . . . , pid2 = 0 and particularly pid1 > 0,
the following properties hold:

(i) ud2(pl) has a finite limit for l →∞ if simultaneously all limits for the pivotal

allele ratios p
id1+2
l +...+p

id2
l

p
id1+1
l +p

id1+2
l +...+p

id2
l

, . . . ,
p
id2
l

p
id2−1
l +p

id2
l

exist.

(ii) liml→∞ ud2(pl) is less or equal in absolute value than ud1(p) and depends
smoothly on liml→∞ pl as well as on the given pivotal limit ratios. Furthermore,
for boundary values of the pivotal limit ratios, we require compatibility in the
sense that the limit
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(ii)a smoothly coincides with any (other) domination limit of U for ∆(Id)
d if

liml→∞
p
id+1
l +...+p

id2
l

p
id
l +p

id+1
l +...+p

id2
l

equals zero for some d ≥ d1 + 1,

(ii)b in particular smoothly coincides with ud in ∆(Id)
d (resp. its continuous

extension) if all liml→∞
p
id+1
l +...+p

id2
l

p
id
l +p

id+1
l +...+p

id2
l

, . . . , liml→∞
p
id2
l

p
id2−1
l +p

id2
l

equal zero
for some d ≥ d1,

(ii)c smoothly attains zero if at least one of the pivotal allele limit ratios in (i)
equals 1.

6.16 Remark. Definition 6.15 is well-defined in the sense that the conditions (ii)a,
(ii)b and (ii)c likewise apply to domination limits for higher dimensions d′1 > d1; in
condition (ii)b, the functions ud pathwise smoothly connect by lemma 6.8, and in
condition (ii)c, the relevant pivotal allele ratios rather appear as coordinates (cf. also
the proof of proposition 6.17). Moreover, the case d2 = d1 + 1 (which would also
apply for n = 1) is not included in the definition as this corresponds to a regular
transition to a boundary instance of subsequent lower dimension.

Returning to the differential equations nomenclature, a function giving the hit
probabilities of course is a solution of the corresponding Kolmogorov backward
equation, whereas ‘for the extinction path’ corresponds to ‘for the extension path’
with the extension constraints 5.20 applying; the latter is somewhat redundantly
also formulated by the C∞p0 -regularity requirement. In the following, we will illustrate
the significance of the further stipulations in definition 6.15.
Starting with the pivotal ratios in (i), they may be seen as determining the

(previous) path probabilities until reaching the new starting set of alleles Id1 =
{i0, . . . , id1} resp. ∆(Id1 )

d as the domain of ud1 (plus lower-dimensional components).
This path until reaching Id1 , which may be perceived as a previous path, does not
need to start with n alleles; instead it may start with an arbitrary number of d2 ≤ n

alleles, thus not accounting for earlier losses of alleles (if applicable).
Since it is always two alleles which are competing (in accordance with the fibration

property (cf. section 5.4.4)), in the first step, where id2 and id2−1 are rivalling, the
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pivot ratio is given by

p
id2
l

p
id2−1
l + p

id2
l

, (6.98)

whereas for the next step it is assumed that, by the loss of allele id2 , its share is
transferred to allele id2−1, thus the pivot ratio is given by

p
id2−1
l + p

id2
l

p
id2−2
l + p

id2−1
l + p

id2
l

. (6.99)

This is continued until the last pivotal ratio, which is given by

p
id1+2
l + . . .+ p

id2
l

p
id1+1
l + p

id1+2
l + . . .+ p

id2
l

. (6.100)

The limit for l→∞ of

p
id1+1
l + . . .+ p

id2
l

p
id1
l + p

id1+1
l + . . .+ p

id2
l

, (6.101)

corresponding to the pivot ratio for allele id1+1 winning over id1 , is zero by assumption
– which is a direct consequence of the chosen setting of i0, . . . , id1 dominating the
population.

Thus, the ratios contain all information about the previous path, which is passed
on to the limit case – the resulting domination limit path probability may then be
perceived as a corresponding modification of the ‘proper’ path probability ud1 for
starting in ∆(Id1 )

d1
, which is – due to the inclusion of the previous path – always less or

equal than ud1 . This is expressed in 6.15 (ii); equality would correspond to reaching
∆(Id1 )
d1

almost surely in the previous path.
Furthermore, item (ii) in definition 6.15 lists several compatibility conditions

for the obtained limit, which are needed to obtain the desired regularity result
in the following; in particular, this is the required smoothness of the domination
limit. Moreover, condition (ii)a ensures that the limit is smoothly compatible with
other domination limits at other instances of the domain, whereas condition (ii)b
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guarantees that the ‘proper’ path probability ud in ∆(Id)
d is smoothly matched if all

antecedent pivotal allele ratios vanish, which corresponds to almost surely reaching
∆(Id)
d beforehand; this also holds at higher levels. If, however, a certain pivotal allele

ratio becomes 1, this implies that the respective starting domain ∆(Id)
d is almost

surely missed in the previous path – and condition (ii)c demands that the domination
limit smoothly vanishes in such a case.

For functions fulfilling the domination limit property, we now have, enhancing the
statement of lemma 6.8:

6.17 Proposition. Let n ≥ 2 and Id := {i0, i1, . . . , id} ⊂ {0, 1, . . . , n} for d =
0, . . . , n with ii 6= ij for i 6= j and w. l. o. g. i0 = 0. Then a full blow-up transfor-
mation Φrn−1

sn−1 ◦ . . . ◦ Φr1
s1 as in proposition 6.5 transforms a function U =

∑n
d=0 ud ∈

C∞p0

(⋃n
d=0 ∆(Id)

d

)
satisfying the domination limit property 6.15 into a function Ũ =∑n

d=0 ũd :
⋃n
d=0�

(I′d)
d −→ R with extension to �(I′n)

n which is of class C∞p
(
�(I′n)
n

)
.

To show the assertion of the proposition, we will trace the regularity of Ũ towards
the additional faces back to that of U in ∆(In)

n for approaching the incompatibilities
– which is accomplished by the priorly following lemma – and thereon use the
domination limit property 6.15. Note that in the following we will use a disjoint
formulation of the additional faces by putting

Nj = �(I′j−1)
j−1 × {0}({ij}) ×�(I′n\I′j)

n−j . (6.102)

6.18 Lemma. In the setting of a full blow-up transformation as in proposition 6.5, for
d = 1, . . . , n the additional face Nd = �(I′d−1)

d−1 ×{0}({id})×�(I′n\I′d)
n−d ⊂ �(I′n)

n corresponds
to ∆(Id−1)

d−1 ⊂ ∆(In)
n with additional values existing for pid+1+...+pin

pid+pid+1+...+pin , . . . ,
pin

pin−1+pin

(perceivable as limits of sequences as in definition 6.15). Furthermore, for j =
1, . . . , d − 1 the face {p̃ij = 1} ⊂ �(I′d−1)

d−1 corresponds to pij−1 = 0 in ∆(Id−1)
d−1 , in

particular its interior corresponds to ∆(Id−1\{ij−1})
d−2 .

Proof. To take account of the ‘additional’ faces Nm of �(I′n)
n produced during the blow-

up transformations, we carry out the full blow-up transformation by proposition 6.5,
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yielding

p̃i1 := pi1 + . . .+ pin , (6.103)

p̃i2 :=


pi2+...+pin

pi1+pi2+...+pin for pi1 + . . .+ pin > 0

0 for pi1 + . . .+ pin = 0,
(6.104)

...

p̃ij :=


pij+...+pin

pij−1+pij+...+pin
for pij−1 + . . .+ pin > 0

0 for pij−1 + . . .+ pin = 0,
(6.105)

...

p̃in :=


pin

pin−1+pin for pin−1 + pin > 0

0 for pin−1 + pin = 0
(6.106)

for p ∈
⋃n
d=0 ∆(Id)

d and conversely

pi1 = p̃i1(1− p̃i2), (6.107)
...

pij = p̃i1 · · · p̃ij(1− p̃ij+1), (6.108)
...

pin−1 = p̃i1 · · · p̃in−1(1− p̃in), (6.109)

pin = p̃i1 · · · p̃in (6.110)

for p̃ ∈
⋃n
d=0�

(I′d)
d (note that we also have pi0 = 1− p̃i1); however, the given equations

also smoothly extend to the entire �(I′n)
n . This allows it to also transform the Nd ⊂ �n

back to ∆n, i. e. p̃id = 0 implies pid , . . . , pin = 0, whereas 0 < p̃i1 , . . . , p̃id−1 < 1 leads
to pi1 , . . . , pid−1 > 0. Keeping the values of p̃id+1 , . . . , p̃in yields the pivotal allele
(limit) ratios pid+1+...+pin

pid+pid+1+...+pin , . . . ,
pin

pin−1+pin . If however p̃ij = 1, this corresponds to
pij−1 = 0 (and pi1 , . . . , pij−1 , pij+1 . . . , pid > 0 if 0 < p̃i1 , . . . , p̃ij−1 , p̃ij+1 , . . . , p̃id < 1
and p̃id+1 = 0).
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Proof of proposition 6.17. By lemma 6.8, we already have that Ũ has a (vanishing)
extension to all faces {p̃ij = 1} (and naturally their intersections as well) which is of
class C∞p . Striving to demonstrate the corresponding extendability to the additional
faces, we first note that �(I′n−1)

n−1 ≡ �(I′n−1)
n−1 × {0}({in}), for which the extendability

has already been shown, may be perceived as Nn – we will use this notation as a
reference in the following.
For the first ‘true’ additional face

Nn−1 = �(I′n−2)
n−2 × {0}({in−1}) ×�({in})

1 , (6.111)

we have: In accordance with lemma 6.18, a sequence (p̃l)l≥0 in �(I′n)
n with liml→∞ p̃l =

p̃ ∈ Nn−1 corresponds to a sequence (pl)l≥0 in ∆(In)
n with limit p ∈ ∆(In−2)

n−2 and
pivotal limit ratio liml→∞

pinl

p
in−1
l +pinl

≡ p̃in . Thus, this corresponds to the situation of
a domination limit as presented in definition 6.15. Since U resp. its components are
assumed to fulfil the domination limit property on ∆(In)

n , liml→∞ un(pl) exists and
depends smoothly on liml→∞ pl and liml→∞

pinl

p
in−1
l +pinl

≡ p̃in . Hence, liml→∞ ũn(p̃l)
likewise exists and depends smoothly on liml→∞ p̃l, yielding the smooth extendability
of ũn up to Nn−1. By definition 6.15 (ii)b, for p̃in → 0 this domination limit smoothly
connects with ũn−2 in �(I′n−2)

n−2 ⊂ Nn−1 (which itself smoothly connects with ũn−1

in �(I′n−1)
n−1 ≡ Nn as indicated before) as well as smoothly attains zero for p̃ij → 1

for j = 1, . . . , n − 2, n resp. corresponding combinations of boundary values of
coordinates (note that ũn−2 also smoothly vanishes for pij → 1 for j = 1, . . . , n− 2
also by lemma 6.8). Thus Ũ is pathwise smoothly extendable also to Nn−1 (and its
intersections with Nn and the faces {p̃ij = 1}).

For the remaining faces, the situation is still somewhat more complicated: If the
extendability to

Nd = �(I′d−1)
d−1 × {0}({id}) ×�(I′n\I′d)

n−d for d = n− 2, . . . , 1 (6.112)

is to be proven, we may consider sequences3 (p̃l)l≥0 in �(I′n)
n with liml→∞ p̃l = p̃ ∈ Nd,

3Alternatively, one might as well consider sequences (p̃l)l≥0 in �(I′
d′ )

d′ for some d′ > d, which,
however, by definition 6.15 (ii)a yields equivalent results; thus the index n may be replaced by
d′ in the following. This independence of the starting domain also applies to other references to
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which this time correspond to sequences (pl)l≥0 in ∆(In)
n with liml→∞ pl = p ∈ ∆(Id−1)

d−1

plus pivotal limit ratios

lim
l→∞

p
id+1
l + . . .+ pinl

pidl + p
id+1
l + . . .+ pinl

≡ p̃id+1
n , . . . , lim

l→∞

pinl
p
in−1
l + pinl

≡ p̃inn (6.113)

(cf. again lemma 6.18). Thus, this likewise corresponds to the situation of a domina-
tion limit as presented in definition 6.15. Since U resp. its components are assumed
to fulfil the domination limit property on ∆(In)

n , liml→∞ un(pl) exists and depends
smoothly on liml→∞ pl and the pivotal limit ratios. Hence, liml→∞ ũn(p̃l) likewise
exists and depends smoothly on liml→∞ p̃l, which yields the smooth extendability of
ũn up to Nd.
In accordance with definition 6.15 (ii)a, on those boundary parts of Nd with

p̃ij = 0 for j ≥ d + 1, this domination limit smoothly connects with the one for
Nj obtained previously; if multiple coordinates equal zero, then this holds for the
smallest coordinate index j with p̃ij = 0 with the compatibility between Nj and
other N̃ having been shown analogously in a previous step. If in particular there is
an index ̂ ≥ d such that p̃i̂ , . . . , p̃in = 0, then by condition 6.15 (ii)b the domination
limit smoothly connects with ũ̂−1 in �(I′̂−1)

̂−1 ⊂ N ̂ resp. a corresponding domination
limit of ũ̂−1; since the ũd themselves connect smoothly (cf. lemma 6.8), this holds
for all possible choices of ̂.
Similarly, if (additionally) p̃ik → 1 for suitable k = d + 1, . . . , n, by (ii)c the

domination limit smoothly attains the value 0, however, this holds as well for
k = 1, . . . , d−1: As ũd−1 in �(I′d−1)

d−1 smoothly vanishes for p̃ik → 1 for k = 1, . . . , d− 1
(cf. again lemma 6.8 and lemma 6.18) and any domination limit for ∆(Id−1)

d−1 is always
less or equal in absolute value than ud−1 in ∆(Id−1)

d−1 (corresponding to ũd−1 in �(I′d−1)
d−1 )

by definition 6.15 (ii), it follows that Ũ(p̃) for p̃ ∈ Nd is bounded by Ũ(p̃′) ≡ ũd−1(p̃′)
with p̃′ ∈ �(I′d−1)

d−1 being the projection image of p̃ by removing the coordinates with
index strictly greater than d− 1, thus also Ũ needs to vanish smoothly for p̃ik → 1.

Hence, Ũ is extendable also to Nd and its intersections with Nd+1, . . . , Nn and all
faces {p̃ij = 1} such that this extension is pathwise smooth. Eventually, this yields
the C∞p -extendability of Ũ to the entire �(I′n)

n .

an existing domination limit.
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