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This dissertation describes the development, implementation, validation, optimization,
and application, of a noninvasive and quantitative method for measuring cerebral blood
volume changes with functional magnetic resonance imaging (fMRI) for mapping of neu-
ral activity changes.

Since its inception over twenty years ago, the field of fMRI has grown in usage, sophis-
tication, range of applications, and impact. Nevertheless it has yet to exploit its full
potential regarding, spatiotemporal resolution, signal specificity, and quantifiability of
hemodynamic changes. By utilization of a new MR, pulse sequence, new concepts of
radio frequency pulses, and high magnetic fields (7 T), a novel fMRI method named
SS-SI VASO is presented here that overcomes sensitivity limitations of other noninvasive
quantitative imaging methods.

In order to validate that its signal represents changes in cerebral blood volume without
other contaminations, SS-SI VASO is implemented in animal models for a close com-
parison with established, but invasive methods. A good agreement of blood volume
sensitivity has been found with the new method compared to the established ones.
After its validation, the SS-SI VASO method and its unprecedented sensitivity was used
to localize and quantify hemodynamic changes in applications where conventional oxy-
genation based fMRI methods are limited. (A) SS-SI VASO was used to investigate
biophysical aspects of actively controlled arteries and passive balloon-like veins during
activity induced hemodynamic changes. (B) SS-SI VASO was used to provide insights
whether the interplay of neural activity and resultant vascular response are the same
for tasks that increase neural activity compared to tasks that suppress neural activity.
(C) SS-SI VASO was used to calibrate conventional oxygenation based fMRI to quantify
local changes in oxygen metabolism. (D) The high sensitivity of SS-SI VASO was further
used to obtain sub-millimeter resolutions and estimate activity changes between cortical
layers. This enables to address questions not only where the brain is activated but also
how and whereby this activity is evoked.

The implementation and application of this new SS-SI VASO fMRI method is a major
step forward for the field of imaging neuroscience; it demonstrates that the current lim-
itations of fMRI can be even overcome with respect to quantifiability, spatial specificity
and distinguishing between vascular and neuronal phenomena.
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1 Introduction

1.1 Background

The human brain is the physical structure most associated with mind or consciousness.
It processes highly complex sensory impressions and provides coherent control over all
actions of the body. A popular imaging method of brain structure is magnetic resonance
imaging (MRI), which is based on the physical principle of nuclear magnetic resonance
[Laurterbur, 1973]. The discovery of the blood oxygen level dependent (BOLD) effect in
1990 [Ogawa et al., 1990| introduced an imaging method to map not only brain struc-
ture, but also its function and activity. Hence, BOLD functional magnetic resonance
imaging (fMRI) could be used to investigate brain activity noninvasively in the human
brain [Bandettini et al., 1992]||Turner et al., 1993]. Ever since, it has grown in usage,
sophistication, impact, and range of applications. The functional principle of the BOLD
imaging method is based on the fact that increased neural activity of a certain brain area
is accompanied with increased energy metabolism and thus with a corresponding change
in oxygenation of blood in local veins. Despite its popularity and robustness, BOLD
fMRI is limited by two crucial physiological features. (A) The BOLD signal and the
underlying blood oxygenation are not uniquely determined by changes in neural activity.
It is also dependent on the physiological environment and therefore influenced by param-
eters such as the level of cerebral blood flow (CBF), cerebral blood volume (C'BV'), and
many others. Consequently, the BOLD method is not quantitative and interpretations of
its signal remain problematic. (B) The activity induced changes in blood oxygenation are
not confined to the tissue region of increased activity. In fact, the biggest BOLD signal
changes are usually located at large draining veins adjacent to the activated brain tissue.
The interpretable spatial resolution is limited to approximately 3 mm [Turner, 2002].
Because of these limitations, it is desirable to directly measure additional physiological
parameters such as CBF or C'BV that may map neural activity more specifically and
more quantitatively than the BOLD signal. However, when invasive methods should be
avoided, measures of these parameters are usually dominated from high inherent noise
level and thus limited by a low sensitivity compared to the BOLD signal.

1.2 Purpose of this thesis

The purpose of this thesis is to develop a new fMRI method that can overcome at
least some of the above mentioned limitations of conventional BOLD fMRI and that
can map correlates of neural activity more specifically and quantitatively such as CBF
or CBV. In this thesis the focus lies on measuring C'BV over measuring C' BF for two

17



Chapter: 1. Introduction

major reasons. (A) Pilot experiments showed that with the available experimental setup,
C'BV -techniques have the potential to be considerably improved [Huber, 2011| compared
to C BF-techniques [Ivanov, 2012|. (B) Invasive experiments in animals have shown that
CBYV changes are more specific to changes in neural activity compared to CBF [Kim
et al., 2013].

The most-applied non-invasive fMRI method to measure changes in C'BV has been de-
veloped by Lu et al. in 2003 and is referred to as Vascular Space Occupancy (VASO)
[Lu et al., 2003]. The VASO contrast is based on the difference between longitudinal
relaxation times (77) of tissue and blood. It is generated by applying an inversion pulse
before signal acquisition, so as to effectively null the contribution of blood water mag-
netization at the time of signal excitation (so-called ‘blood-nulling time’), while keeping
substantial tissue signal for detection. Relative changes of this residual tissue signal are
then associated with changes in CBV.

In this thesis, the VASO method is intended to be implemented for improved mapping
of neural activity in human brain. In order to do so, the physical limitations are inves-
tigated and physical principles are applied to improve the sensitivity of VASO. The first
approach to improve the sensitivity involves signal magnitude enhancement provided by
applying high magnetic field strength such as 7 Tesla. However, the convergence of tis-
sue and blood 17 values at high fields results in disappointingly small VASO contrast
making it difficult to take full advantage of the high signal-to-noise ratio (SNR) available
at high fields. Furthermore at high fields, it is challenging to be in control of the sample
magnetization arising from severe interferences of radio frequency (RF) fields. Here, a
novel approach needs to be developed that can account for such challenges by means of a
sophisticated order of slice-saturation and slab-inversion (SS-SI) gradient and RF pulses.
The next goal of this thesis is to qualitatively investigate the new SS-SI VASO approach
experimentally with respect to potential confounds. This needs to be done in order to en-
sure that its contrast reflects activity induced C'BV changes as expected. For testing and
debugging of new fMRI imaging methods, visual stimulation tasks with known activation
signature have been helpful in the past [Belliveau et al., 1991] and should be thus used
in this thesis as well. Additional quantitative validations by detailed comparisons with
established invasive methods in animal models can further confirm its contrast origin.
After validation of its C'BV sensitivity, the new SS-SI VASO method can be applied to
address the final goal of this thesis; namely, to understand and overcome limitations of
conventional BOLD fMRI with respect to its interpretability of vascular versus neuronal
contributions and with respect to its coarse localization specificity of mapping neural
activity.

1.3 Structure and overview of this thesis

This thesis deals with a novel method called SS-SI VASO designed to noninvasively mea-
sure changes in C'BV in human brain at 7 T and it contains nine sub-studies applying it
in different contexts. These sub-studies can be categorized into three chapters: Method:
Studies that describe and investigate how SS-SI VASO works. Applications: Studies

18



Chapter: 1. Introduction

that investigate the advantageous and disadvantageous of SS-SI VASO with respect to
other methods and assess whether SS-SI VASO can help to understand and overcome
limitations of conventional BOLD fMRI. Limitations: Studies that investigate the range
of experimental parameters for most accurate estimations of CBV changes with SS-SI
VASO. These studies on limitations focus in particular on the robustness, the repro-
ducibility, and the error estimation in the developed techniques.

19



2 Background!

In this chapter the physical concepts underlying MRI are introduced. Later sections
of this chapter review the hemodynamic and metabolic changes accompanying neural
activity and fMRI techniques to measure them.

2.1 Physical background

2.1.1 Magnetic resonance
Spin in magnetic field

Quantum mechanical spin is a basic property of elementary particles such as protons.
Zeeman coupling describes the energy states of a spin in an external magnetic field in
dependence of its orientation:

H = —ji- By. (2.1)

Here H denotes the Hamiltonian corresponding to Zeeman coupling. i stands for the
magnetic moment of the spin and go denotes the external static magnetic field. By
solving the Schrodinger equation, the difference of energy states of a single proton can
be obtained:

AFE = ~hBy, (2.2)

where v denotes the gyromagnetic ratio. The energy states correspond to the orientation
of the spin in the external magnetic field. Due to the low value of the reduced Planck
constant A, this energy difference is far below the thermal energy at room temperature.
The distribution of energy states for a given temperature 1" is given by the Boltzmann
distribution.

LUP ¢ TKp (2.3)

Pdown
Dup, Pdown are the probabilities of the spins to be oriented parallel or anti-parallel to the
external magnetic field. With respect to energy, the spin state along the external field
is preferred. This results in a macroscopic net magnetization parallel to the external
magnetic field. Equation 2.3 suggests that the magnetization induced by the external
magnetic field of 7T at room temperature is only ~ 20’% of the maximum magnetization.
This magnetization induced by the alignment of nuclear spins in the external magnetic
field is the source of signal in magnetic resonance imaging.

"Parts of this chapter are based on more technical descriptions in [Huber, 2011].
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Chapter: 2. Background: Physical basics

Macroscopic magnetization in an RF field

In MRI, proton spins are not detected individually. The signal relies on the net magneti-
zation of multiple water spins within a tissue volume in the order of ul. Hence individual
spins do not experience a wave function collapse into their eigenstates [Hanson, 2008].
In fact, for the special case of a set of multiple spin-up/spin-down system, the expecta-
tion value of any measurement parameter of the resulting magnetization vector can be
described by classical mechanics [Feynman et al., 1957].

According to Larmor precession, an external magnetic field B exerts a torque on any
magnetic moment, such as the sample magnetization M.

dM

In MRI, the magnetic fields consist of a time-constant strong field g@ and a perpendicular
oscillating field B, that is induced by an RF coil. By is mostly adjusted to oscillate
just with the Larmor frequency of a spin system within the main magnetic field éo.
Conventionally, the main magnetic field’s direction g@ is designated by the z-direction.
During an magnetic resonance (MR) experiment, gl is usually applied for very short
periods only. Without loss of generality, this polarized RF field B, (t) can be described
with Eq. 2.5.

Bi(t) = By [cos (W't) & — sin (w't) &, (2.5)
Where w' is the frequency of the oscillating RF field with respect to the frame of reference.

Considering that the magnetic field is a superposition of By and B, Eq. 2.4 can be

expressed as:

M o =

with geff = go + gl(t) denoting the effective magnetic field. The magnetization pre-
cesses around this field with the effective Larmor frequency:

Weff = YBefy. (2.7)

The mathematical description of the behavior of the magnetization M can be simpli-
fied by transforming Eq. 2.6 into a rotating frame of reference. A useful relation for
transforming a vector into a rotating frame of reference is Eq. 2.8 [Slichter, 1989].

dt )\ dt

where ) = —wé,. The equation of motion in the rotating frame is given by employing
Eq. 2.8 in Eq. 2.6.

dt dt

il

(dM(t)> = (—dﬁ(t)> —OxM :7]\7[ X Eeff+7M X
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Bicos ((wrp — w)t)
. —Bysin ((wrp — w)t)
with Bess in the rotating frame Bejy = By — w . (2.9)
——

= 0 on resonance

Where w' = wrp - w, with wrpr being the frequency of the oscillating RF field in the
rotating frame of reference, and w being the frequency of the rotating frame of reference
with respect to the laboratory frame of reference. On resonance, the magnetization in the
rotating frame of reference is not affected by the magnetic field in z-direction, but only
by a time constant Bj field (see Eq. 2.9). In this picture, it is apparent that the influence
of the RF field results in magnetization precession around an axis in the transverse plane.
This precession can be used in MR, experiments to flip the magnetization by an arbitrary

angle 6, called flip angle:
D

0= W/Bl(t) dt, (2.10)
0

where Bi(t) is the amplitude of the RF magnetic field and D denotes the pulse duration.
RF pulses that flip the magnetization into the transverse plane for subsequent data
sampling are often called excitation pulses. RF pulses that invert the magnetization to
evoke certain relaxation behavior are called inversion pulses.

Relaxation

A local magnetization cannot be assumed to be isolated. If the magnetization is not in
thermodynamic equilibrium, interactions with its surrounding bring it back into equi-
librium. The mechanism by which magnetization interacts with its surrounding can be
described by two different relaxation components. (A) Longitudinal relaxation, asso-
ciated with magnetization change parallel to the external magnetic field go and (B)
transversal relaxation associated with magnetization change within the plane of preces-
sion and perpendicular to EO. Longitudinal and transversal relaxations are characterized
by their corresponding time constants 77 and 75. These relaxation constants are highly
dependent on the tissue properties and are the basis of most image contrasts used in
MRI. T3 relaxation can be described by energy transfer between single nuclei and the
lattice they are embedded in. 75 relaxation can be considered as dephasing of initially
coherently precessing magnetizations. This dephasing can be caused by magnetic inter-
action between adjacent nuclei. Additional dephasing can be caused by inhomogeneities
in the external magnetic field, e.g. caused by susceptibility variations and corresponding
variations in Larmor frequency. The combined transversal relaxation of both extrinsic
field variations and intrinsic dephasing caused by so called spin-spin interactions is re-
ferred to T35 relaxation.

The total behavior of magnetization including precession (Eq. 2.4) and relaxation is
described with the Bloch equations:

dM, —~ =t M,
L) — (M (1) x Bep(t))e — Yl
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dM. — — M
W) — (I (t) x Bepy(t)), — Y8
W = (M (1) x Begp(t)), — M=, (2.11)

2.1.2 Magnetic resonance imaging

The precessing sample magnetization in an external static field is associated with an
alternating magnetic field that can induce electrical current and voltage in an RF coil.
This current can be sampled and used for reconstruction of MR images.

Magnetic field gradients cause magnetization at different locations to precess at different
frequencies. By means of these locally specific precession frequencies, three perpendicular
magnetic field gradients can be used for spatial encoding of the magnetization distribution
in space.

Data acquisition and imaging
Transverse magnetization can be considered as:

w=~B
My y(t) = e Mt =0,y = e "BM(t = 0),y, (2.12)

which is a solution of the transversal components of Eq. 2.11. M(t = 0),, denotes here
the magnetization components in the transverse plain at the time of image acquisition.
The magnetic field B in Eq. 2.12 can be considered as a linear combination of a constant
magnetic field By and (presumably homogeneous) magnetic field gradients in all three
spatial directions B(x,y, z,t) = By + xG5(t) + yGy(t) + 2G.(t). Including this in Eq.
2.12 gives:

t
) —iy f(mGz () +yGy (') +2G,('))dt
My, (t,2,y,2) = e Bt ¢ o M, (t=0,2,y,2). (2.13)

The measured MR signal S(t) is given as a spatial summation of MR signal from every
point in space.

, —ivf(xGx(t’)+yGy(t’)+sz(t’))dt’
S(t) = ///e_”BOt e 0 M, y(t =0,2,y,2) de dy dz
r Yy z

(2.14)
The aim in MRI is to convert the signal S(¢) into the spatial distribution of transversal
magnetization My, (t, z,y, z). Comparing the relationship between the signal in the time
domain and the magnetization in the spatial domain in Eq. 2.14, the similarity to Fourier
transformation becomes apparent. Based on this similarity, Eq. 2.14 can be written as
a Fourier transformation:

S(t) — fffM(t — O,LIT,y,Z) e—z’27rkzm e—i27rkyy e—i27rkzz dz dy dz

Ty z
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t
k"‘cvyvz = % mevy7z(t/)dt, (2'15)
0
and
M(t=0,2,y,2) = [ [ [ S(ky, ky,k,) e 2 ke o=i2nkyy o—i2nk:2 qp dk, dk,.

kx Ky K

When transversal magnetization is localized in one slice only, Eq. 2.15 can be simplified
to a two dimensional Fourier transformation. To get an intuitive picture of the conversion
of the temporally changing signal to the spatial magnetization distribution, the concept
of k-space can be helpful. In this picture, during signal acquisition, the k-vector is
navigated throughout the k-space along a sampling path by altering the different gradient
parameters in time. In most imaging methods, k-space is sampled line by line with
constant velocity. This means that during data sampling, the gradient fields stay constant
and the k-vector passes through the k-space with increasing time. Conventionally, the
direction along acquired lines in k-space is referred to read direction and the direction
across those lines is referred to phase direction. In practice, the k-space is sampled in
discrete steps. Hence, MR signal generates a matrix of signal intensities for a discrete
mesh of data points in k-space. To understand the conversion of the raw data from k-
space, some features of Fourier transformation can be adopted: For example, the larger
the k-space is, the higher the spatial resolution of the converted image becomes. And
vice versa, the field of view (FOV) in the imaging space is defined with the sampling
density in the k-space.

1 for G.= const 9

|
- ~ =
FOVe = 5 e 7o\

(2.16)

When M(z,y,z) in Eq. 2.15 is completely real (without imaginary components), sym-
metry properties of the Fourier transformation can be applied, e.g. in so-called Partial
Fourier imaging.

Pulse sequence

A pulse sequence is a set of defined RF and gradient pulses, usually repeated many times
during a scan session. A pulse sequence controls the magnetization manipulation before
and during data acquisition. In a pulse sequence with periodically repeating RF pulses,
the magnetization is approaching to a dynamic steady-state. This steady-state depends
on the timing of RF pulses and relaxation.

Inversion recovery

In this thesis, an inversion recovery sequence will be of major importance. An inver-
sion recovery sequence is based on an RF pulse that inverts the z-magnetization before
the magnetization is excited (flipped into the transverse plain) for subsequent image ac-
quisition. The magnetization can be sampled throughout its recovery to equilibrium.
Inversion recovery sequences are suitable to obtain a 77 based contrast. The time be-
tween inversion and data acquisition is called inversion time (7'T). The time between two
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subsequent inversions is called repetition time (T'R).
According to the z-component of the Bloch equations (Eq. 2.11), the z-magnetization

during an inversion recovery experiment can be described as:
TI
M (TI)=My—e T (My+ M,(t =0)), (2.17)

where My is the equilibrium z-magnetization and M (¢t = 0) is the initial condition of the
z-magnetization. Typical 1] values of human brain compartments at 7 T are summarized

in Tab. 2.1.

reference cortical GM | WM CSF blood
[Dobre et al., 2006] - - - 2212 £ 53
[Rooney et al., 2007] 2132 £ 103 | 1220 £ 26 4425 £ 137 | 2587 £ 283
[Wright et al., 2008] 1940 = 150 | 1130 = 100 | - -

[Francis et al., 2008] - - - 1950
[Abbas, 2009] 1900 = 150 | 1075 £ 50 3700 £ 150 | -

[Grgac et al., 2012] - - - 2100 £ 90
[Wyss et al., 2013] 1954 + 47 1285 + 104 | 3867 £ 838 | -

[Zhang et al., 2013| - - - 2087 £ 131
[Rane and Gore, 2013] | - - - 2150 £ 200
approximate consensus | 1950 1100 4000 2100

Table 2.1: Summary of literature values of 77 at 7 T in ms: An approximate consensus
often referred to as in this thesis is given in the last row.

EPI

Imaging data acquisition is always subsequent an excitation pulse and accompanied by
switching gradients. The excitation is often accompanied by a gradient in z-direction.
This so-called slice-selective gradient results in the fact that only a thin slice of the sample
is in resonance with the RF field. Therefore, only the magnetization of that slice is getting
excited. The gradients in read and phase encoding direction control dephasing and
rephasing of the precessing magnetizations, dependent on their location within the excited
slice. In a classical line-by-line k-space acquisition scheme, an excitation pulse is followed
by gradients, in both, read and phase encoding direction, respectively. After that, a
gradient in read direction rephases the magnetization associated with the sampling of a
k-space line. This rephasing by means of switching gradients induces so-called gradient-
echoes (GE). In echo planar imaging (EPI), k-space data are sampled throughout the
k-space as long as the precessing magnetization in the transverse plane has not decayed
away |[Mansfield and Grannell, 1973|. In this way, the whole k-space of one slice can be
acquired after a single excitation.

A so-called sequence diagram depicting the temporal interplay of RF field, gradient
fields and, data sampling for the example of an EPI acquisition in shown in Fig. 2.1.
The time it takes from the excitation pulse until the center of the k-space is reached is
called echo time (TE).
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Figure 2.1: Sequence diagram and k-space data sampling in EPI: A) depicts the RF pulse
and gradients during the readout in an EPI sequence. B) depicts the corre-
sponding trajectory in k-space. It can be seen that k-space data are sampled
along lines in read direction. Small blips in Gppese drive the trajectory in
phase encoding direction.

2.1.3 High magnetic field strengths
Increased sensitivity at high field strengths

The magnetic field strength has a significant impact on the signal quality of the acquired
data. According to the Boltzmann distribution (Eq. 2.3), the amount of magnetiza-
tion pointing along the external field is approximately proportional to the main field
strength. According to Faraday’s law of induction, the voltage in the RF coil induced
by the precessing magnetization is proportional to the frequency. Hence, signal increases
with the square of the magnetic field. On the other hand, thermal noise generally in-
creases linearly with frequency [Edelstein et al., 1986]. Consequently, the SNR, which is
defined as the ratio of the mean signal over the standard deviation (STD) of the noise,
increases proportional with increasing magnetic field strengths. Very recent experimental
and numerical studies across field strength suggest that with novel coil designs, taking
advantages of magnetic dipole modes, can achieve higher than linear increase of SNR
with increasing field strength [Pohmann and Scheffler, 2014][Chen et al., 2014b|. Due
to this SNR increase, the insatiable hunger for higher and higher sensitivities has driven
the quest for higher magnetic field strengths in recent decades.

In fMRI studies, there are two primary sources of noise: thermal noise and physiologi-
cal noise. Thermal noise comes about primarily from fluctuating stray currents in the
sample, which can create random currents in the detector coils [Edelstein et al., 1986].
Thermal noise is completely caused by the experimental setup. The additional signal
fluctuation, which can be detected in the living brain, is called physiological noise. Phys-
iological noise is primarily caused by the movement of the body due to respiration or
heartbeat. In addition, susceptibility variations resulting from neural activity in the
resting brain can result in physiological noise. At high field strengths, the physiological
noise is dominated by changes of the magnetic field due to respiratory motion.

In addition to SNR, temporal signal-to-noise ratio (tSNR) is a useful measure of image
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time course stability [Murphy et al., 2007]. It can be determined by dividing the mean
signal of a time series by its standard deviation. To take full advantage of increased SNR,
at high field strengths, it is beneficial to adjust the acquisition parameters (e.g. reso-
lution) such that the signal is thermal noise dominated rather than physiological noise
dominated [Triantafyllou et al., 2011].

A more important quality attribute of MR images might be the contrast-to-noise ratio
(CNR). In fMRI, CNR is usually defined as signal intensity differences between two ac-
tivity states, scaled to image noise. This depends on SNR, and on the relative functional
signal changes accompanied by changes in neural activity.

Challenges of high fields

A severe limitation for in vivo imaging at high fields is the energy deposition and conse-
quent tissue heating induced by transmission of RF pulses. The rate of energy deposition
is quantifiable by the specific absorption rate (SAR). The energy of an RF pulse depends
on the square of the pulse amplitude and the electrical conductivity of the imaged sam-
ple. Since the induced electric field in the tissue is proportional to w? (Faraday’s law of
induction) [Vaughan and Griffiths, 2012], SAR increases quadratically with higher field
strengths.

Another challenge of high field imaging are the increased inhomogeneities of By and By
fields. Bj inhomogeneities can result in inhomogeneous signal distribution in an MR, im-
age. The most critical challenge with respect to this thesis, however, is to achieve proper
magnetization preparation despite these inhomogeneities. By field inhomogeneities can
result in image distortions and regional signal dropouts.

The reduced longitudinal relaxation rates at higher field strengths can result in less efi-
cient temporal signal sampling.

Finally, the increased transversal relaxation rate at high field strengths can be a chal-
lenge. The correspondingly faster magnetization decay is directly associated with reduced
SNR. This faster signal decay during k-space sampling can additionally result in image
blurring, especially in EPIL.

2.1.4 Adiabatic inversion

With the advent of ultrahigh magnetic fields, RF interactions with the human body be-
come a critical challenge. When the RF wavelength approaches the size of the target
object, diffraction and interference effects of RF far fields emerge. For example, human
head images acquired at 7 T with a volume coil display a stronger signal intensity at the
center compared to the periphery [Vaughan et al., 2001]. For conventional RF pulses,
the flip angle is directly proportional to the By magnitude ( 6 = ~ fOD Bi(t) dt (see Eq.
2.10)). Hence, the local distribution of the flip angle can result in an inhomogeneous
signal intensity.

In this thesis it is essential to obtain full magnetization inversion independent of By inho-
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mogeneities. To achieve this, B;-independent adiabatic inversion pulses can be applied?.
Adiabatic inversion [Abraham, 1961] is a method of inverting magnetization by means
of specific RF pulses. Adiabatic pulses are fundamentally different from conventional
RF pulses used in MRI. Once the RF amplitude exceeds a certain threshold, the flip
angle of an adiabatic pulse is independent of B;. In contrast to conventional RF pulses,
adiabatic pulses do not obey the relationship between the flip angle and the B; field
amplitude, described in Eq. 2.10. Instead, the flip angle of an adiabatic pulse depends
on how the Bj field varies its amplitude and frequency (the phase respectively) during
the pulse. One disadvantage of adiabatic inversion compared to conventional inversion
is that it is usually accompanied with higher SAR values, partly due to usually longer
pulse durations of adiabatic pulses compared to conventional pulses.

Adiabatic inversion is achieved by simultaneously modulating the amplitude and fre-
quency of an RF pulse so that the orientation of the effective magnetic field B.; changes
its direction from the orientation along the z-axis to the orientation opposite to the z-axis,
or vice versa. In an effective external magnetic field B, s, the magnetization precesses
along the surface of a cone around the field direction (see Eq. 2.6). Due to an additional
RF field, the direction of B.;; and hence the axis of the ‘cone of precession’ can be
altered. The ‘cone of precession’ orients rather parallel to By, if the irradiated RF field
is below resonance, and rather anti-parallel, if RF field is above resonance. Hence, in
the rotating frame of reference, the frequency of an adiabatic inversion RF pulse starts
with a large negative value (below resonance), gradually increases to 0 (on-resonance)
and ends at a large positive value (above resonance), or vice versa.

One of the most important quality attributes of adiabatic inversion pulses is the inversion
efficiency £. It is defined as the ratio of the accomplished change of the z-magnetization
to the largest possible change of the z-magnetization.

M . . M : ; 1+
¢ = z, before inversion z, after inversion _ ¢ (2_1 8)

2 Mz, before inversion 2

In this thesis, ¢ is another additionally used definition of inversion efficiency. Defined as
the part of z-magnetization that is perfectly inverted.

C=— M. after inversion (2.19)

Mz, before inversion

2A detailed description of the general physical principles of adiabatic inversion pulses and optimization
of amplitude, phase and gradient shapes for use at high field strengths can be found in [Huber, 2011].
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2.2 Biophysical background

2.2.1 fMRI relevant subdivisions of the brain

The brain can be subdivided into three main tissue types; GM, WM, and CSF (see Fig.
2.2A). In the context of IMRI, GM is of particular interest, as it contains the neuronal cell
bodies and synapses participating in brain function. GM can be subdivided into cortical
GM and noncortical GM (e.g. sub cortical GM, cerebellar GM, etc.). The cortical
GM can be further subdivided into the Brodmann areas [Brodmann, 1909|. They are
historically defined on their neuroanatomical cytoarchitectonic structure and have been
correlated closely to diverse cortical functions ever since. For example, Brodmann areas
1, 2 and 3 are the primary somatosensory cortex (S1); area 4 is the primary motor
cortex (M1); area 17 is the primary visual cortex (V1) (for approximate placement see
Fig. 2.2A). GM is perfused from Os- and glucose-enriched blood via large arteries at the
cortical surface branching via diving arterioles into GM tissue, further branching into
capillaries (Fig. 2.2B), where exchange of nutrients, byproducts, and water occurs. GM
is drained in the opposite direction; blood leaves cortical tissue via diving venules into
larger pial veins at the cortical surface. Microvascular vessels are fairly homogeneously
distributed within GM [Weber et al., 2008, while macrovascular C BV is highest at the
cortical surface, and decreasing with cortical depth [Duvernoy et al., 1981|[Zhao et al.,
2006]. The depicted schematic vessel geometry in Fig. 2.2B is drawn based on optical
studies about brain vascularization [Duvernoy et al., 1981]|[Weber et al., 2008].

The next units of subdivision within cortical areas are cortical layers and cortical columns.
There are up to 6 different cortical layers each containing a characteristic distribution of
neuronal cell types and connections with other cortical and subcortical regions. The size
and cytoarchitectonic structure of these layers is substantially different between cortical
areas. Figs. 2.2C and 2.2D depict examples of primary motor cortex M1 and primary
sensory cortices such as S1 or V1. In M1, layer V plays an important role. It contains
the relatively large Betz cells (neurons) building the origin of the corticospinal tract.
Inputs from other cortical regions terminate mainly in layer V and II/III. There is also
a thalamocortical input mostly into layer V, but also into layer III and VI [Porter and
Lemon, 2012|. Note that in adult humans, M1 is lacking layer IV. In S1 and V1, the most
fMRI-relevant thalamocortical input terminates in layer IV [Logothetis, 2008]. Feed-back
projections from other cortical areas have their synapses in upper and lower layers [Preuss
et al., 1999] (Fig. 2.2D).

2.2.2 Neurophysiological correlates relevant for hemodynamic based fMRI

Neurons are active permanently. At any given time in the human brain, neurons are
actively discharging by opening and closing multiple ion channels in their membranes.
The corresponding fluctuations on electric field can be measured invasively with micro-
electrodes on and inside the brain |Logothetis et al., 2001|. This neuroelectrical activity
can be broadly classified by local field potentials and spiking activity. Local field po-
tential is generally believed to represent synaptic activity corresponding to neural input,
while spiking activity represents neural output. The relationship of changes in local field
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Figure 2.2: Schematic illustration of brain compartments on different spatial scales: A)
depicts a 177 map showing CSF in white, WM in dark gray, and GM surface
bands in bright gray. Cortical areas M1, S1, and V1 are labeled. B) depicts
the vasculature within GM. Large arteries (red) and veins (blue) are above
the cortical surface. C) and D) depict the cytoarchitectonic anatomy across
cortical layers. The main input pathways are schematically indicated by many
of solid lines (axons) and diamonds (neurons). The background images refer
to historical SMI and CTRL-1 staining, respectively.
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potential and spiking activity to hemodynamic based fMRI has been examined directly
and concurrently in animal studies, concluding that fMRI responses reflect neural input
rather than neural output activity [Goense and Logothetis, 2008].

The human brain contributes only approximately 2% of the body mass, but it consumes
approximately 20% of the bodies energy [Shulman and Rothman, 2005]. During an awake
resting condition 80% of the brains energy is used for synaptic activity in contrast to
spiking activity [Shulman and Rothman, 2005]. This energy demand comes mostly from
restoring ion potentials and neurotransmitter cycling by converting ATP to ADP [Bux-
ton, 2009|. It is consistent that the hemodynamics providing important nutrients such
as Oy and glucose meets the demand of activity induced increase of energy consumption
[Roy and Sherrington, 1890], mostly dominated from synaptic activity.

2.2.3 Neurovascular coupling

Neural activity changes induce astrocyte and neuronal cells to send vasoactive signals
into nearby arterioles and capillaries, consequently dilating. The exact neurovascular
signal mechanisms remain an intense area of highly debated research, surveyed in cur-
rent review articles [Howarth, 2014|[Hall et al., 2014]|Devor and Boas, 2012][Petzold and
Murthy, 2011][Hamilton et al., 2010]. There are several partly independent signaling
pathways and vascular control mechanisms.

Arteries and arterioles are surrounded with a coat of smooth muscle cells that can cause
the vasculature to constrict and dilate, altering the flow resistance of blood accordingly.
Astrocytes are involved in neurotransmitter recycling. They are in physical contact
with both, synapses and blood vessels and have also been claimed to play a central
role in cerebral vascular control. According to the immediate metabolic demand in-
dicated, for example, by synaptic neurotransmitter releases or oxygen partial pressure
changes, astrocytes control arteriole smooth muscles and thereby blood flow [Gordon
et al., 2011][Iadecola and Nedergaard, 2007|. However, they are only involved in the late
hemodynamic response |Nizar et al., 2013].

Capillaries are also believed to play an important role in active blood flow control mecha-
nisms. Pericytes, which are apposed to capillaries and contain contractile proteins, dilate
and contract the capillary vessel in response to different stimuli in the brain [Peppiatt
and Attwell, 2004]|Harrison et al., 2002|[Hall et al., 2014|. Additionally, endothelial cells
constituting the capillary walls plays an important role in blood volume increase [Krieger
et al., 2012] and dilation propagation [Chen et al., 2014a|[Anderson et al., 2006].
Independently, direct signaling pathways between neurons and blood vessels have been
discussed as well [Peppiatt and Attwell, 2004].

Manipulating the vasculature with hypercapnia

Carbon dioxide (CO2) is one of the first chemical agents found to have a strong vasodila-
tory effect that can nearly double the global C BF [Grubb et al., 1974]. The vasodilating
effect is caused by the pH change at the arteriolar smooth muscles [Kuschinsky and
Wahl, 1979] and is usually believed to have minimal effect on brain metabolism. Hy-
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percapnia induced by breathing gas mixtures containing high fractions of COs has been
used in calibration of fMRI for estimation of neural activation-induced changes in oxygen
metabolism [Davis et al., 1998].
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