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laude.





Renaud, Gabriel

Bayesian maximum a posteriori algorithms for modern and ancient DNA
Max-Planck Institute for Evolutionary Anthropology,
Leipzig University, Germany,
Dissertation 2015

222 pages, 118 references, 79 figures, 12 tables





I hereby declare that I am the sole author of this thesis.

I authorize the University of Leipzig and the Max Planck Society to lend this thesis
to other institutions or individuals for the purpose of scholarly research.

I further authorize the University of Leipzig and the Max Planck Society to reproduce
this thesis by photocopying or by other means, in total or in part, at the request of other
institutions or individuals for the purpose of scholarly research.

Large portions of the text were taken from peer-reviewed articles of which I am the
first author.

ii
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Abstract

When DNA is sequenced, nucleotide calls are produced along with their individual
error probabilities, which are usually reported in the form of a per-base quality score.
However, these quality scores have not generally been incorporated into probabilistic
models as there is typically a poor correlation between the predicted and observed error
rates. Computational tools aimed at sequence analysis have therefore used arbitrary
cutoffs on quality scores which often unnecessarily reduce the amount of data that can be
analyzed. A different approach involves recalibration of those quality scores using known
genomic variants to measure empirical error rates. However, for this heuristic to work,
an adequate characterization of the variants present in a population must be available -
which means that this approach is not possible for a wide range of species.

This thesis develops methods to directly produce error probabilities that are rep-
resentative of their empirical error rates for raw sequencing data. These can then be
incorporated into Bayesian maximum a posteriori algorithms to make highly accurate
inferences about the likelihood of the model that gave rise to this observed data. First,
an algorithm to produce highly accurate nucleotide basecalls along with calibrated error
probabilities is presented. Using the resulting data, individual reads can be robustly as-
signed to their samples of origin and ancient DNA fragments can be inferred even at high
error rates. For archaic hominin samples, the number of DNA fragments from present-day
human contamination can also be accurately quantified.

The novel algorithms developed during the course of this thesis provide an alternative
approach to working with Illumina sequence data. They also provide a demonstrable
improvement over existing computational methods for basecalling, inferring ancient DNA
fragments, demultiplexing, and estimating present-day human contamination along with
reconstruction of mitochondrial genomes in ancient hominins.
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Summary

In recent years, next-generation sequencing (NGS) platforms, combined with novel
experimental protocols, have enabled the large-scale sequencing of ancient DNA (aDNA)
molecules from fossils and forensic samples. The sequencing of aDNA has enabled re-
searchers to gain insight into the history of extinct species. Despite its potential, aDNA
has a few unique properties that distinguishes it from modern DNA. For instance, DNA
molecules tend to undergo chemical damage which causes spurious signals of base sub-
stitution when the DNA is sequenced. Also, because of degradation, aDNA molecules
generally tend to be shorter than the read length achieved by most sequencers. As a con-
sequence, DNA adapters used by the NGS platforms are sequenced along with the aDNA
fragment. Specialized programs are required to remove these adapters and infer the origi-
nal aDNA fragment. Furthermore, contaminating DNA from present-day humans will be
sequenced along with the endogenous DNA of the fossil. Present-day human contamina-
tion in aDNA samples from archaic humans is especially pernicious as it is highly similar
to the endogenous DNA. Both endogenous and present-day human contamination will
therefore align equally well to the human genome reference. This mixture of fragments
makes the determination of the genetic make-up of the archaic individual particularly
challenging.

In the past decade, NGS platforms have mostly supplanted the more classical chain-
termination sequencing, which had been the most widely used method for reading DNA
since the 1970s. As of writing, the Illumina sequencing technology is the most used NGS
platform for both ancient and modern DNA. Although NGS platforms have the ability to
sequence simultaneously millions of DNA reads, they tend to have a higher error rate than
the chain-termination method. To quantify the probability of error, sequencers report
a per-base quality score which represents the error probability on a logarithmic scale.
However, many algorithms for computational biology do not make use of the quality
scores produced by the sequencer. Furthermore, there is evidence that the quality scores
produced by Illumina sequencers suffer from a lack of correlation between observed and
predicted error rates.

This thesis demonstrates that if quality scores that are representative of observed
error rates can be produced, Bayesian maximum a posteriori (MAP) algorithms can be
used to make highly accurate and robust inferences from observed sequencing data with-
out the need for arbitrary base quality cutoffs. Such MAP algorithms describe a set of
computational techniques that use Bayes’ theorem to estimate the most likely values for
unobserved parameters given observed data and a prior probability distribution over the
parameters one seeks to estimate. In this thesis, Bayesian algorithms were applied to the
problem of reconstructing aDNA fragments from sequencing reads, assigning sequencing
reads to their sample of origin and estimating the amount of present-day human con-
tamination in aDNA extracted from archaic human fossils. To obtain accurate estimates,
these algorithms require error probabilities for individually sequenced DNA bases that
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are representative of their empirical error rates. This thesis also presents an algorithm to
produce representative error rates for sequences generated using the Illumina platform.

Firstly, this thesis shows that this error can be accurately predicted using the distance
to the decision hyperplane produced by support vector machines aimed at predicting
individual bases from raw Illumina nucleotide intensity data. By using logistic regressions
on those decision boundaries, accurate quality scores can be produced. Furthermore,
the predicted bases using these support vector machines are more accurate than those
obtained using the default software provided by Illumina.

Secondly, using those scores, highly accurate inferences of the original unobserved
aDNA fragment from the sequence data can be made using a Bayesian MAP algorithm.
As this algorithm does not require arbitrary cutoffs, the resulting reconstructed aDNA
fragments are highly accurate at various levels of sequencing error. This algorithm out-
performs current approaches in terms of accuracy on both simulated and empirical data.

Thirdly, using calibrated quality scores, individual sequencing reads can be assigned
to the most likely sample of origin, a problem referred to as demultiplexing. This compu-
tational step is required when different samples have been pooled together and sequenced
simultaneously. A Bayesian algorithm computes the posterior probability for each puta-
tive sample and assigns a sequencing read to the most likely one. This algorithm also
quantifies the uncertainty of this assignment. This uncertainty score is directly correlated
with the rate of erroneous assignments. Unlike current computational methods to demul-
tiplex sequencing data, this novel algorithm can confidently assign individual sequencing
reads to samples in spite of missing data and high error rates.

Finally, this thesis shows that highly accurate estimates of the rate of present-day
human contamination in aDNA from archaic humans can be obtained using Bayesian
MAP methods. Obtaining accurate estimates of the rate of present-day human contam-
ination for aDNA datasets helps researchers in prioritizing samples. However, obtaining
accurate present-day human contamination estimates for DNA extracted from ancient
samples is particularly difficult due to the previously mentioned properties of aDNA. The
Bayesian approach to estimating contamination presented in this thesis is more accurate
than current approaches and is robust to uncertainties that are characteristic of aDNA.

The four applications described in this thesis are in active use and represent, as of
writing, the most accurate algorithms for the respective problems they aim to solve. The
applications described in this thesis demonstrate the advantages of using Bayesian and
maximum-likelihood methods for the analysis of sequencing data.
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Chapter 1

Introduction

The goal of this chapter is to provide an overview of the material necessary to understand
this thesis. Two main concepts need to be covered. First, the computational challenges
in the analysis of modern and ancient DNA are presented (pages 1-14). An introduction
to Bayesian maximum a posteriori algorithms follows (pages 14-21). The chapter then
shows how the Bayesian principle can be applied to DNA sequencing (see page 21) and
finally presents the how the thesis is organized (page 24).

1.1 Sequencing modern and ancient DNA

1.1.1 DNA sequencing

DNA sequencing to study evolution

Living organisms store the information necessary for their maintenance and reproduction
as deoxyribonucleic acid (DNA). DNA is formed from a backbone on which 4 different
chemical side chains are attached: adenine (A), cytosine (C), guanine (G) and thymine
(T). This backbone, with its side chains, pairs with another complementary copy to
form a double strand. When left in a solvent, this double strand forms a double helical
structure [112]. This information encodes the necessary instructions for protein synthesis
and regulation [17]. It also encodes the information for non-regulatory ribonucleic acid
(RNA), like ribosomal RNA for instance. This information is copied during cell division.
For eukaryotic cells, the DNA is divided into structures called chromosomes which are
located in the nucleus. The entire DNA contained in those chromosomes is called the
nuclear genome. The mitochondrion is an extra-nuclear organelle that is maternally
inherited and involved in cellular respiration. This organelle has its own genome however,
it is composed of a single circular molecule which is much smaller than the nuclear genome.
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During reproduction, organisms pass on this information to their offsprings [114].
However, this copy mechanism is not flawless and errors occur during the transmission
of this DNA information [80]. While having an error at a given position in the genome
does not follow predictable deterministic patterns, the process by which these variants
are retained or eliminated is far from stochastic [31]. As the DNA of an organism has
a direct influence on its observable characteristics or traits, certain novel variants will
grant certain organisms a greater reproductive success and will rise in frequency in future
generations. Other mutations may harm an organism’s reproductive success or its own
survival and will have greater difficulty finding its way to subsequent generations [18].

Due to those copying errors, DNA accumulates mutations as it is passed on from
generation to generation [1]. Mutations can occur in the DNA passed on to one offspring
but not necessarily to the other. Due to this independence of errors, individual mutations
will begin to accumulate independently in the descendants of a common ancestor. Hence,
given a constant mutation rate for each descendant lineage, each descendant will be, on
average, equally distant to its common ancestor [52]. Each individual descendant will be
closer in terms of molecular similarity to their common ancestor than they are to each
other. This reasoning can be applied recursively on the common ancestor of these two
sequences and another common ancestor with a third sequence. This history where each
pair of sequences have a common ancestor which itself has one with a third sequence can
be presented as a tree where the internal nodes represent common ancestors and, the
terminal ones, the extant sequences [28].

While the history of a species is not known a priori, Felsenstein showed [29] that,
given a model that quantifies the probability of a mutation occurring, the probability of
observing a set of sequences given a putative tree can be computed. Furthermore, given
that information and in the absence of prior knowledge, the most likely tree given a set
of sequences can also be selected. This approach, generally called a maximum-likelihood
approach to phylogenetics, enables researchers to reconstruct the evolutionary history of
organisms given DNA sequences (see Figure 1.1).
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S1: CATCGTACCAC 

S2: CATCGGACCAG 

S3: CAACGTATGAG 

 

 

S1               S2               S3 

 

S1               S3               S2 

 

S3               S2               S1 

 

a) 

b) 

c) 

Figure 1.1: Representation of the maximum-likelihood principle for various phylogenetic
reconstructions. a) tree where s3 is the outgroup, there are two mismatches in the (s1,s2)
subtree and 3 in the long branch leading to the outgroup. b) tree where s2 is the outgroup
and c) where s1 is the outgroup. For the last two trees, there are 4 mismatches in the
short branch in the smaller subtree. The tree with the highest likelihood would be a).

DNA sequencing technologies

The first DNA sequencing technology [101] provided few sequences at a time. Devel-
oped by Frederick Sanger, this DNA sequencing method was called chain-termination
sequencing or, more colloquially, as “Sanger sequencing”. Improvements in the form of
capillary sequencing automated the process by which DNA was sequenced and increases
in throughput ensued. The DNA reads that can be obtained with this technology are
around 1000 basepairs (bp) in length and have a very low error rate (from 0.001% [26] to
less than 1% [51]). However, the number of reads obtained using this technology is very
limited (order of 384 per sequencing run in up to 24 runs a day).

Since 2005, new technologies like 454 [69], ABI SOLiD [105], Ion Torrent Personal
Genome Machine [99] and Illumina [6] have revolutionized the field of DNA sequencing
by drastically increasing the number of bases being sequenced at a time. Although the
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sequences generally do not have the same high quality as those generated by Sanger se-
quencing, the amount of data they make available allows research groups to sequence full
genomes with unprecedented speed. These next-generation sequencing (NGS) technolo-
gies. They are able to produce millions of reads in a single sequencing run. However, these
reads typically have a much higher error rate than Sanger. For instance, nucleotide mis-
calls ranging from 0.01% to 1.0% and a high rate of incorrectly inserted or deleted bases
were reported for the 454 sequencing technology [104]. For the Illumina sequencing tech-
nology, error rates of 0.1% for single nucleotides and very low rates of inserted/deleted
bases were reported [79]. Illumina and 454 sequencers normally produce read lengths
between 70-120 basepairs (bp).

Due to the higher error rates for NGS technologies, research groups often view Sanger
sequencing as the gold standard [73] and continue to validate variants using Sanger se-
quencing [116]. As of this writing, several technologies are on the market and many others
are being developed. However, Illumina is currently the most widely used NGS platform
1.

To account for the higher error rates present in NGS technologies, computational
methods like maximum-likelihood and Bayesian maximum a posteriori are ideally suited
as they allow uncertainty to be directly modeled instead of discarding data. The algo-
rithms that are described in this thesis are based on those computational approaches
and were applied to the analysis of data generated using the Illumina sequencing tech-
nology. With the exception of the basecalling algorithm described in Chapter 2 these
approaches can be generalized to any sequencing technology where the error rate is ac-
curately quantified. Two out of the four applications described in this thesis are aimed
at ancient DNA, which is DNA material recovered from either fossils or forensic samples,
shortened as aDNA. The Illumina sequencing technology is briefly described and followed
by introducing aDNA sequencing and sample multiplexing.

1.1.2 Illumina sequencing technology

Chemical principle

In 2006, Illumina purchased Solexa, a company that commercialized a platform which
used the reversible terminator sequencing technology [6]. The first generation of the
Genome Analyzer commercialized by Solexa could produce about 40 million (M) reads
with a read length of 36bp. Two years later, the second generation of the Genome
Analyzer was able to produce 125M reads of 2x75bp in length in each run. A new
platform, the Illumina HiSeq 2000 which enabled the generation of 1.5 billion (G) reads
of 2x100bp each was released in 2010. As of 2015, the HiSeq X Ten can produce 3G reads
of 2x150bp each.

1http://www.illumina.com/content/dam/illumina-marketing/documents/products/
datasheets/datasheet ign.pdf accessed: 06/24/15
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This technology operates by the measuring the fluorescence obtained by laser excite-
ment of fluorescently marked nucleotides paired to a sequencing template. Since multiple
templates can be targeted in parallel and independently, this reaction can take place si-
multaneously for each template. The reason for the high throughput is due to the massive
number of reactions taking place in parallel.

For the subsequent sequencing steps to work, the fragments must be sufficiently short
to allow amplification. Hence, prior to sequencing, DNA must be fragmented to a certain
size. The fragments go through a ligation procedure to attach sequencing adapters on
both ends (see Figure 1.2A). These adapters bind to complementary sequences on the
Illumina flowcell. In Chapter 4, one of those adapters will be referred to as the “p7”
adapter and the other, the “p5” adapter. The flowcell is the solid surface on which
sequencing reactions are carried out. The flowcell is covered with a lawn of complementary
adapters (see Figure 1.2B). Once the adapter ligation is complete, the sequences are added
to the flowcell and hybridize with random anchoring sequences on the flowcell surface (see
Figure 1.2C). A flowcell is typically divided into lanes (typically 8 for an Illumina’s HiSeq
sequencer), each lane is further divided into 2 surfaces (top and bottom). Each surface
is divided into laser swaths (currently 3) and each swath is divided into tiles (16 for a
HiSeq). Anchored sequences are amplified to form clusters of identical sequences. For
Illumina sequencing technology, this amplification uses solid-state synthesis as molecules
are bound to the flowcell. This amplification process is referred to as cluster amplification
(see Figure 1.2D). This process can suffer incorrect replication of the template where
nucleotide replication errors occurred early on in the cluster amplification thus causing
divergent nucleotides to be present for a given cycle. Another problem that can arise is
that different fragments can bind in the same vicinity and form a population of mixed
sequences that contribute to the same cluster.
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Figure 1.2: Schematic representation of Illumina’s sequencing technology. A) The original
fragment (green) is obtained from the DNA template. Two adapters, represented in
purple and blue, are ligated to the original fragment. B) A flowcell has a lawn of DNA
probes complementary to the ones ligated to the fragment. C) Once the fragment with
the ligated adapters is added on the flowcell, they hybridize to the probes on the flowcell
surface and are amplified. D) To obtain a sufficiently strong fluorescent signal to be able
to read individual nucleotides, individual sequences need to be amplified into clusters of
the same template. This process is referred to as cluster amplification.

Sequencing cycles

Sequencing primers specifically bind to one of the adapters (see Step 1) on Figure 1.3).
Subsequently, dideoxynucleoside triphosphate (ddNTP) with terminators to avoid exten-
sion are added. These terminators contain a fluorescently marked label. Since, in theory,
extension is not possible, every sequence in the cluster has the same nucleotide at the
same position on their respective sequence.

Once the process of ddNTP integration is finished, it is followed by imaging. A series
of lasers and filters are then used to produce intensities for all 4 possible channels. After
this is completed for the first nucleotide adjacent to the primer, the fluorescently marked
terminator is cleaved thus allowing for the incorporation of additional nucleotides (see
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Step 2) on Figure 1.3). A second round of ddNTPs with fluorescently marked terminators
are added to read the second base (see Step 3) on Figure 1.3). This process of adding
ddNTP, measurements with lasers, cleaving the terminators is referred to as a cycle. As of
this writing, Illumina HiSeq instruments generally perform around 100 cycles and MiSeq
platforms support up to 300 cycles. The concatenation of all the bases obtained at each
cycle for a given cluster is called a “read”. The raw data captured from the Illumina
measurement hardware is stored as large high definition images. The first steps of the
internal analysis done by the Illumina sequencer are to identify the individual clusters
and measure the intensities for each cluster, for each channel and for each cycle. These
inferred intensities from the images will be simply referred to as the “intensities” in the
rest of the document.

Once the final cycle is completed, sequences ligated to the flowcell are then bound
from the other terminal end to the flowcell and reverse complemented. This process
referred to as paired-end turnaround allows for another round of cycles to be performed
on the other end. Data produced using this strategy is referred to as paired-end as both
pairs stem from the end of the same DNA molecule. The two reads stemming from the
same cluster are called “paired-end reads”. The first read obtained before the paired-end
turnaround is called the “forward read”. The second one obtained after the paired-end
turnaround is called the “reverse read”.

To illustrate, say a sequence of 250 bp in length is subjected to 100 cycles of paired-
end sequencing. It will yield the sequence of the first 100 bp of the molecule and the first
100 bp of its reverse complement which corresponds to the last 100 bases of the original
molecule. However, 50 bases in the intervening portion will remain unsequenced.
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Figure 1.3: Representation a sequencing cycle for the Illumina sequencing technology.
1) A sequencing adapter is added and the first cycle begins where ddNTPs are added
with a fluorescently marked terminator that prevents extension. 2) The first base is read
and the terminator cleaved. 3) A second cycle begins where new ddNTPs are added and
subsequently read.

Basecalling

The process by which individual bases along with their respective error probabilities
are produced from these intensities is called basecalling. While identifying the bases
from individual intensities might seem straightforward several factors make this process
arduous:

1. Cross-talk: different nucleotides share the same laser and can only be distinguished
using a filter. The fluorescent groups for ddNTPs complementary to A and C are
excited by the same laser and a filter is needed to distinguish them (see Figure 1.4).
The same holds for ddNTPs complementary to G and T. An A will cause a strong
A signal and a medium C signal while a C will cause a low A signal and a medium
C signal. This means that certain signals are often difficult to interpret accurately
(e.g. a medium signal in both the A and C channels).

2. Phasing: the accumulation of fluorescent signal in different channels due to acceler-
ated or delayed incorporation of ddNTPs. The process of hybridization of ddNTPs
to the template is not flawless in each cycle. A fraction of sequences of a given
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cluster will not have any correctly incorporated ddNTPs. This results in a subset
of molecules in each cluster lagging behind in the integration of ddNTPs. This
leads to some molecules in the cluster being out of phase and giving the incorrect
signal. While this effect is hardly noticeable in early cycles, in later cycles the added
contribution of the lagging ddNTPs dominates a large fraction of the signal (see
Figure 1.4). Pre-phasing refers to the opposite effect where ddNTPs are running
ahead of the current cycle and are also creating incorrect fluorescent signals.

3. Fading: the waning of the intensity of the fluorescence. As fewer ddNTPs are
hybridized on the template, the overall intensity of the fluorescence for the correct
nucleotide tends to fade (see Figure 1.4).

Figure 1.4: Empirical intensities for all 4 nucleotides for cycle 3 and 50 for a sequencing
run from a Genome Analyzer II. For cycle 3, the raw intensities for all 4 nucleotides for
all 4 channels are plotted (plots A through D). The same intensities were plotted at cycle
50 (plots E through H).

Due to these artifacts, identifying the bases in later cycles or due to weak or mixed
signals is a difficult computational problem. By default, Illumina uses a software called
Bustard part of the CASAVA standard pipeline. Bustard has a model for the cross-talk
matrix, phasing and fading, it then estimates parameters for those based on sequenced
data and calls the bases and their respective quality scores given the raw intensities.
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Sequencing errors

These three phenomena make basecalling a difficult computational problem. A basecaller
must not simply produce the most likely base given the intensities but also quantify the
uncertainty of the call. To inform downstream processes of this uncertainty, an estimate of
the probability of sequencing error is produced with each individual base. As probabilities
are often small fractional numbers (e.g. 0.0001), they are therefore hard to represent in
the output of a basecalling program. A potential solution is to encode each base on a
logarithmic scale. The most commonly used logarithmic scale is the PHRED scale (see
[27]). Let ǫ be the error probability, the quality score q on the PHRED score (ǫphred) is
represented by:

q = −10 · log10(ǫ) (1.1)

The expression above is often rounded to the nearest integer. To save disk space, a
single character for each base can be used to represent this error probability using the
ASCII table which establishes a correspondence between characters and their numerical
representation. Often, an offset to the first non-space character in the table, the “!”,
which corresponds to the 33rd character is used. Therefore, the “!” character represents
a quality score of 0 on the PHRED scale and represents the baseline. For example, the
“+” sign is 10 characters above the “!” on the ASCII table and represents a quality score
of 10 on the PHRED scale. Trivially, the original error probability can be computing
using the following expression:

ǫ = 10
q

−10 (1.2)

It is worth noting that while there is a non-enumerable infinity of error probability which
ranges between 0 and 1, there is a finite number of characters on the ASCII table which
leads to loss of information.

Multiplexing

The high throughput of NGS platforms can be beneficial for genome resequencing or de
novo sequencing as the length of an entire eukaryotic genome requires large amounts of
data to provide decent coverage. For smaller loci (e.g. targeted capture or mitochondrial
sequencing ) however, such high-throughput provide more coverage than is required.
Methods have therefore been developed to sequence multiple samples on the same se-
quencing run, a process referred to as multiplexing. One possible technique is to add one
unique, very short nucleotide sequence per sample in the middle of the priming adapters
defined earlier. This unique sequence is referred to as an “index”, sometimes referred
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to as “barcode”. In this thesis, the use of the word index over barcode is deliberate as
barcode can also refer to the species identification barcodes [45].

Once sequencing of the forward read is completed, the sequence immediately adjacent
to the index is used as primer and the bases of the index are read (see Figure 1.5).
Illumina makes available a list of 96 indices, each of 7 base pairs in length, such that the
edit distance between any possible pair is at least 2. However, this strategy is no longer
viable for 100 samples as indices would have to be used twice. To address this problem,
an alternative strategy is to sequence a second index on the remaining adapter. Instead
of selecting a unique index for each sample, unique pairs of indices have to be chosen.
This increases the number of samples that can be pooled to 9,216.

The computational process of identifying the sample of origin for each sequenced read
is referred to as demultiplexing (see Figure 1.5).
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Figure 1.5: Schematic representation of Illumina’s multiplexing strategy. For a double-
indexing protocol, each sample is assigned a unique pair of indices on its adapters. The
indices are sequenced at a different stage than the forward and reversed portions of the
fragment. Once basecalling is complete, the in silico task of identifying the original sample
for a given observation is called demultiplexing.
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1.1.3 Sequencing ancient DNA

The extraction of DNA from forensic samples or fossils requires specialized wet-lab tech-
niques. The Illumina sequencing technology has been instrumental in enabling the pro-
duction of large aDNA datasets. This subsection discusses the characteristics of aDNA.
A number of features distinguish the type of sequencing data obtained from modern and
ancient samples. This section aims at presenting 3 different features of aDNA: fragment
length, post-mortem damage, and contamination.

Fragment length

As previously mentioned, DNA molecules extracted from living organisms are naturally
too long to be directly sequenced. A process referred to as shearing is used to stochas-
tically break the long molecules to allow Illumina sequencing. This is achieved using
exposure to ultrasounds which can be targeted for the desired average fragment size [22].

However, the DNA fragments extracted from ancient material such as bones, teeth
or hair are typically highly degraded with average molecules lengths ranging from 20-50
nucleotides depending on the age and preservation of the sample [90].

When sequencing ancient DNA, the read lengths therefore often exceed the length
of the ancient molecule. This may result in the inclusion of all or part of the adapter
sequence in the sequencing reads. For instance, using 100 cycles on a fragment of 70 bp
will result in sequencing the original fragment for the first 70 cycles and sequencing the
adapter sequence for the last 30 cycles. If the paired-end mode is used, then the 70 bases
of the fragment will be sequenced twice (see Figure 3.1 in Chapter 3 for an illustration).
For aDNA, the step where adapters are removed is therefore crucial.

Due to issues specific to ancient DNA, throughout this thesis, the word “fragment”
will refer to the original DNA sequence between the adapters. The word “read”, will refer
to the raw sequence produced by the sequencer which, in the case of ancient DNA, could
be a concatenation of the fragment and the adapter. The word “sequence” will refer to
any generic DNA sequence.

Post-mortem damage

Apart from degradation resulting in short fragment lengths, some cytosines will tend
to lose their amino groups due to hydrolysis [7]. This transforms some cytosines into
uracils, a base normally associated with RNA. During DNA sequencing, uracils are read
as thymine. Greater rates of deamination have been reported at the end of fragments
potentially as a result of single-stranded overhangs [7, 39]. As hydrolysis requires contact
with the solvent, it is likely the overhangs are more exposed than the rest of the molecule.
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Deaminated sites may affect downstream analyses as they can appear as mutations or
as heterozygous (C/T) sites [85, 92]. However, despite its negative impact on downstream
analyses, deamination can be useful to determine whether the DNA extracted actually
stemmed from the fossil in question and not solely from potential contaminants. There are
sometimes doubts in the scientific field about whether the sequenced fragments genuinely
came from the DNA of the fossil [14, 41, 88]. As deamination rarely occurs in DNA
molecules that are less than a century [102], this deamination signal can also be used to
ascertain the authenticity of ancient DNA [84, 106].

Contamination

Bacterial and fungal contamination When extracting DNA from ancient hominin
remains, microbial DNA often forms the bulk of all recoverable fragments [87, 117]. The
sequences of the aDNA fragments are generally aligned to a particular reference genome.
However, due to their high divergence to a mammalian reference sequence, for example,
these fragments will not align at the same rate as the endogenous material. Due to this,
the total number of sequences aligning has often been used to estimate the percentage of
endogenous DNA [42]. These bacterial and fungal sequences will also align mostly due
to random similarly between their DNA and the genome reference for the endogenous
sample. As the length of two random sequences increases, the lesser the probability
that they are identical [8]. Since, as previously mentioned, aDNA fragments can be very
short and due to the volume of microbial DNA, such bacterial DNA fragments will find
themselves aligned to a mammalian reference at a greater rate in aDNA than in modern
DNA sequencing data.

Present-day human contamination In addition to the DNA from bacteria and fungi,
contaminating DNA from individuals that handled the ancient sample, is sequenced along
with the ancient material [3]. When working with archaic humans such as Neanderthals,
aDNA fragments are typically aligned to the human genome. While bacterial sequences
do not typically align to the human reference genome, present-day human contaminants
will align together with the endogenous DNA fragments.

The presence of contaminant fragments affects both consensus calling and genotyping
(determining the most likely genotype given the sequencing data), and the resulting errors
may influence comparisons to present-day humans including the calculations of genotype
likelihoods, divergence times, parameters of population demography and phylogenetic
reconstructions [85, 111].

Such contaminating fragments from present-day humans are less likely to be deami-
nated than the endogenous DNA [102]. Further, ancient fragments tend to shorter than
modern contaminating DNA fragments due to degradation of aDNA [39, 42, 59].
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1.2 Bayesian maximum a posteriori methods

1.2.1 Bayes’ theorem

The probability of an event, denoted P (event) is a real number between 0 and 1 that
quantifies the chance that this event has or will happen. For instance, the probability that
a fair, 6 sided, dice yields 4 at a given cast is 1

6 . However, let us assume that someone
replaces the dice with a flawed one where the odd numbers (1, 3, 5) have been respec-
tively replaced with (2, 4, 6). This flawed dice has sides with duplicated even numbers
(2, 2, 4, 4, 6, 6). For such a dice, the probability of obtaining 4 is no longer 1

6 but rather 1
3

as, two events with probability 1
6 can yield a 4.

It is now trivial to write the probability of obtaining 4 given that either one of the
dices was chosen. Such probability is referred to as a conditional probability. To define
the probability of seeing 4 given that either one of the dices has been cast using standard
notation, the following expression is used:

P (4|fair) = 1

6

P (4|flawed) = 1

3

While this is intuitive, asking the question the other way around: “What is the
probability that the flawed dice was chosen given the fact that 4 was observed ?” is less
trivial. To derive this quantity P (flawed|4), let us note that the conditional probability
of seeing 4 given that the dice is flawed is the fraction of the probability space defined by
the probability of picking the flawed dice, that is occupied by the event of both picking
the flawed dice and obtaining 4:

P (4|flawed) = P (4 ∩ flawed)

P (flawed)

The quantity above is of course 1
3 . The quantity P (flawed|4) follows the same logic.

The fraction of the event “throw yielded 4” occupied by the event “throw yielded 4 and
dice was flawed” is essentially:

P (flawed|4) = P (4 ∩ flawed)

P (4)

Since P (4∩ flawed) is present in both equations, they can be equated to yield Bayes’
theorem:
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P (flawed|4) = P (4|flawed)P (flawed)

P (4)

The sought quantity is therefore the fraction of the probability space of the event
“throw yielded 4” occupied by the product of the probability of seeing 4 given that the
flawed dice was picked times the probability that the flawed dice was picked to begin
with. If each dice was equally likely to have been picked, the probability of obtaining 4
can be computed by adding the probability of either one of the dices yielding a 4. The
probability that the flawed dice was thrown given that the throw yielded a 4 is:

P (flawed|4) =
P (4|flawed)P (flawed)

P (4)
(1.3)

=
P (4|flawed)P (flawed)

P (4|flawed)P (flawed) + P (4|fair)P (fair)
(1.4)

=
1
3
1
2

1
3
1
2 +

1
6
1
2

(1.5)

=
2
12

2
12 + 1

12

(1.6)

=
2
12
3
12

(1.7)

=
2

3
(1.8)

(1.9)

Given that an even number was obtained and either one of the dices could have been
used, there is a 2

3 chance that the flawed one was the dice that was used. The prior
probability of the flawed dice being the correct one (P (flawed)) is called the “prior”.
Conditioning on a certain dice having been picked (ex: flawed), the probability of seeing
the data (ex: 4) which is denoted as P (4|flawed) in the equations above, is the “likeli-
hood”. The denominator P (4) is the probability of seeing a 4 given any possible model
and is called the “evidence”. The final probability P (flawed|4) is called the “posterior”.

Generally, Bayes’ theorem can be therefore written as:

posterior =
likelihood · prior

evidence
(1.10)

Notice that in the example above, the prior of the flawed dice was 1
2 but after seeing

the evidence of the data, the posterior became 2
3 . Notice that the probability of the

fair dice being the one that was originally used for the same observation is 1
3 . It can be
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concluded that, after having seen an even number, it is twice as likely that the flawed
dice had been used. If the most probable dice given the observation is needed without
needing a precise probability for it, the following can be written:

posterior ∝ likelihood · prior (1.11)

1.2.2 Bayesian theory for the sciences

“We can always prove any definite theory wrong. Notice however we never
prove it right”

- Richard Feynman,

The simple example of the Bayesian theory has a greater conceptual underpinning.
The dices represent unattainable mental representations of reality or a “model”. The
most likely model among the two (flawed and fair dice) that could have given rise to a
particular observation (a cast of 4) was selected. Furthermore, the confidence in that
model being the correct one was computed, the flawed model was twice as likely as the
fair one. As the quote above illustrates, science cannot prove that a particular theory is
correct. The only remaining strategy is to compute the probability that a certain model
is the correct one. In contrast, it also cannot prove that any theory is “wrong” in absolute
terms, it can only say that the probability of such a model is so unlikely that it can be
safely discarded.

Such Bayesian framework allows scientists to measure the probability of a certain
model being the correct one given data. More specifically, the parameters that will
yield the highest posterior probabilities are desired hence the name Bayesian maximum
a posteriori (MAP). For the inferences of parameter values given a model, Bayesian
methods have an edge over statistical or frequentist methods as they do not require quality
cutoffs as uncertainty can be directly built within the model. Current modern and aDNA
sequencing data have various sources of uncertainty when it comes to determining the
pre-mortem DNA sequence from the original host:

• sequencing errors

• erroneous mappings

• deamination of certain bases, particularly at the end

• contaminant from present-day humans for ancient early modern humans and archaic
hominins

A simple example of inferring the probability of generating “head” for a biased coin with
observations with some introduced errors is presented. First, how a frequentist would
approach the problem is described then a MAP approach is presented.
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Frequentist approaches

Suppose there is a biased coin toss that yields head with probability h and tails with
probability 1− h where h is not necessarily 1

2 . Given a set of coin tosses, an estimate of
the value of h can be obtained using:

ĥ ≈ #head

#head+#tail
(1.12)

Bayesian approaches

In a Bayesian framework, the posterior for a particular value of h given the data is
proportional to:

(

#head+#tail

#head

)

(h#head · (1− h)#tail) · P (h) (1.13)

Maximum-likelihood methods, in contrast, try to find h with the maximum value for
the likelihood term in equation 1.13 by removing P (h). Bayesian methods however, apply
a probability on the prior belief (P (h)) in the model. Finding the value of h that yields
the highest posterior (denoted ĥ), assuming a uniform prior for h, will yield:

ĥ =
#head

#head+#tail
(1.14)

Thus far, Bayesian methods may seem unimpressive as the most likely value of h

can be obtained using a simple counting method. However, in science, there is always a
need to include the error in any measurement. Statistical methods can account for the
number of observations by using confidence intervals. Despite this, they cannot properly
account for uncertainty in the data i.e. erroneous observations. If the confidence in the
measurement is properly quantified, a Bayesian approach can account for it by including
the uncertainty into the computation of the posterior.

To illustrate, let us suppose that the process of reading the result of the coin toss is
imperfect and that uncertainty has been quantified. For each ith observation, let ǫi be
the probability of error (0 ≤ ǫi ≤ 1). At an error probability of 0, the measure of the
coin toss is perfect. At an error probability of 1, the coin toss can be read either as head
or tail with equal probability.

To account for error, a frequentist approach would be to set a quality cutoff and
compute the value of h using equation 1.12. The problem however, is that the estimate
of h varies considerably given the cutoff used.
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A Bayesian approach would be to modify equation 1.13 to account for error. For
N independent coin tosses t = t1, t2, ..., tN where ti is either head (H) or tail (T ), the
posterior probability of observing the data is equal to the following expression:

N
∏

i=1

Pobs(ti) (1.15)

where the probability of observing ti is determined by considering that the original (i.e.
before an error could have occurred) ith coin toss, denoted Ti, could have been either
head or tail. This gives us:

Pobs(ti) = Pobs(ti|Ti = H)P (Ti = H) + Pobs(ti|Ti = T )P (Ti = T ) (1.16)

The likelihood of observing the data depends on whether the observed coin toss matches
the model (Ti). If both match, then either no error has occurred or, an error did occur,
with probability ǫ, and ti was obtained by chance ( 1

2 ). If they do not match, then the
only possibility is that an error has occurred:

P (ti|Ti) =

{

(1− ǫ) + ǫ
2 if ti = Ti

ǫ
2 if ti 6= Ti

(1.17)

Finally, the prior probability (P (Ti) in equation 1.16, are defined as follow:

P (Tki) =

{

h if P (Ti = H)

1− h if P (Ti = T )
(1.18)

If ǫ = 0 and errors are impossible, equation 1.15 becomes equation 1.13 without the
binomial which corresponds to the likelihood of a specific observation. If ǫ = 1 and the
entire observation corresponds to errors, equation 1.15 simply becomes 1

2N
∀ h. Hence,

when error is very high, nothing is learned from the observed data and every h is equally
likely to have generated the observation. Had a prior distribution on h been applied,
the posterior probability distribution would have matched the prior distribution, again
indicating that the only source of information comes from the prior, not the observed
data.

Comparing methods for parameter inference

To compare both methods, n = 1000 coin tosses can be generated along with errors with
a simulated probability of generating head of h = 0.2. An error means that the coin toss
is uninformative and either head or tail was generated with equal probability (12 ). Data
has the following format:
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call Q_PHRED error

T 10.9594 0.0801794

T 14.5165 0.0353464

H 1.27187 0.746127

T 8.00988 0.158129

T 10.9735 0.0799184

T 1.51651 0.705259

...

where the first column is the call, the second the error probability on a unrounded PHRED
scale and the third column, the raw error probability.

The frequentist approach was used using various quality cutoffs. The estimate for h

was obtained using equation 1.12. Confidence intervals were computed using a binomial
proportion confidence interval:

z ·

√

ĥ(1− ĥ)

n
(1.19)

where z is 1.96 representing a 95% confidence interval.

The resulting estimates using the frequentist approach were plotted in Figure 1.6.
There are two problems with this approach. First, using liberal cutoffs, the estimate is
skewed towards 1

2 due to the inclusion of low quality bases. Second, at stricter cutoffs,
the estimate has such a broad confidence interval as to make difficult any conclusion as
to the value of h. A problem with frequentist approaches is to determine which cutoffs
are appropriate. Furthermore, comparing two different datasets with drastically different
error rates will become arduous.
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Figure 1.6: Estimates the probability of a coin of generating head (h) provided by a
counting and cutoff method. Using various cutoffs, the estimate for h is given by equation
1.12. The whiskers represent a 95% confidence interval using a binomial proportion
confidence interval.

For the Bayesian approach, the posterior probability for the dataset was plotted in
Figure 1.7. The advantage of this approach is that the posterior probability peaks at
0.2. This simple approach also obviates the need for cutoffs thus allowing datasets with
different error rates to be compared.
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Figure 1.7: Distribution of the logarithm of the posterior probability for h, the probability
of generating head, provided by a Bayesian method. The black dot represents the highest
posterior probability and the whiskers represent the 95% confidence interval for this
distribution.

1.2.3 Probabilistic approach to inference for sequencing

Let Ω be the set of all DNA bases (Ω = {A,C,G, T}). Let b ∈ Ω be a certain base on a
read and let ǫ be its error rate. In a Bayesian framework, the likelihood of the data given
the model is often desired, P (data|model). The model here is the actual base that was
in the original fragment that went on the flowcell during sequencing. Let b′ ∈ Ω be this
specific base. There are two ways to construe error probabilities:

1. An error will generate any base but the correct one

2. An error will generate any base at random

Under model 1, the probability of observing b given that b′ was the correct base is
given by:

P (b|b′) =
{

1− ǫ if b = b′

ǫ · 1
3 if b 6= b′

(1.20)

however, under model 2, equation 1.20 becomes:
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P (b|b′) =
{

1− ǫ+ ǫ
4 if b = b′

ǫ · 1
4 if b 6= b′

(1.21)

Please note that, regardless of the model used, the probabilities for every case sum up
to 1. There are advantages and disadvantages for each. One advantage of model 2, is
the ability to have error probabilities that reach 1 thus making every nucleotide equally
likely to have given rise to b. In model 1, the maximum error probability is 0.75. At low
error rates, the choice of either one has a significant impact. Despite this, at higher rates
of base quality, both models produce almost identical base probabilities.

However, it was reported that not every base substitution equally likely in Illumina
sequencing data [81]. One distinct advantage of model 1 is the ability to incorporate
empirical base substitution rates instead of using substitutions with equal probabilities
( ǫ3 ). Using this, equation 1.20 becomes:

P (b|b′) =
{

1− ǫ if b = b′

ǫ · P (b′ → b) if b 6= b′
(1.22)

where P (b′ → b) is the probability that b′ gets observed as b in the final read. In equation
1.20, that probability was simply 1

3 . However, using empirical data, better estimates can
be used. If, for instance, an A is more likely to be observed as a C than a G given a
sequencing error, P (A → C) will be greater than P (A → G).

A disadvantage of model 2 is the inability to quantify the rate of nucleotides that, given
that a sequencing error has occurred, get read as the original nucleotide by chance. Model
1 can incorporate such empirical substitution rates. Therefore, model 1 (equation 1.20
and 1.22) is used throughout this thesis. It is worth noting that P (b′|b), the probability
that b′ is the correct base can also be inferred using Bayes’ rule:

P (b′|b) = P (b|b′) · P (b′)
P (b)

(1.23)

The probability of seeing the original base, b′, as well as the probability of seeing base
b in the read, are considered to be both equally likely (14 ). One could add the a priori
probability of seeing particular bases however, that would necessitate the characterization
of the organism being sequenced in advance which is often not feasible. Assuming P (b′) =
P (b) = 1

4 , equation 1.23 becomes simply:

P (b′|b) = P (b|b′) (1.24)

This allows us to quantify:
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• The probability of observing a particular base in the read given a base in the original
sequence bound to the flowcell or,

• The probability of observing a particular base in original sequence bound to the
flowcell given a base in the read

However, this quantification is predicated on the principle that the predicted error prob-
ability is indicative of the actual one.

The need for cutoff-free methods for sequencing

As shown in section 1.2.2, a Bayesian method that incorporates the uncertainty within
the model allows us to make inferences without the use of arbitrary cutoffs. This section
motivates why such approaches are highly suitable for next-generation sequencing.

Sequencing groups routinely find that error rates differ between sequencing runs,
however, quality can also differ from the location of the clusters on the flowcell. To
illustrate this, the expectancy of the number of mismatches was computed for an Illumina
MiSeq run with a flowcell with 2 surfaces, 2 swaths each and, in turn, 16 tiles each. The
expected number of mismatches was computed for a sequence of length L using the
following expression:

∑L
l=1 10

−ql
10

L
(1.25)

where ql is the reported error rate on the PHRED scale (see equation 1.1).

The heatmap for the expected number of mismatches for each combination of sur-
face/swath/tile was plotted (see Figure 1.8). The error rate increases as a function of the
tile number for both surfaces. This figure also shows that surface 1 generally has a worse
error rate than surface 2. Other groups have also observed this discrepancy between error
rates for various parts of the flowcell [79].
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Figure 1.8: Heatmap of the expected mismatch rate for an Illumina MiSeq run from 2014
with 2 surfaces (left and right), 2 swaths (y-axis) and 16 tiles (x-axis). The expected
number of mismatches varies depending on the location of the clusters on the flowcell
thus making the use of general quality cutoffs difficult.

These results illustrate how it is disadvantageous to use a single quality threshold for
the entire flowcell as error rates differ within the same flowcell.

1.3 Overview of the thesis

This thesis is built on the principle that, given representative error probabilities for indi-
vidual sequenced DNA bases, Bayesian models can be built to make inference using the
data. In greater detail, the work in this thesis presents the following algorithms:

1. freeIbis: Representative error probabilities for Illumina sequencing data can be
predicted using logistic regression on distances to the decision boundaries from
support vector machines. (Chapter 2, page 27)
reference:
Gabriel Renaud, Martin Kircher, Udo Stenzel, and Janet Kelso. freeIbis: an efficient
basecaller with calibrated quality scores for Illumina sequencers. Bioinformatics,
29(9):1208–1209, 2013.
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2. leeHom: Using 1, Bayesian models can be used to infer the most probable DNA
fragment that gave rise to sequencing reads. (Chapter 3, page: 47)
reference:
Gabriel Renaud, Udo Stenzel, and Janet Kelso. leeHom: adaptor trimming and
merging for Illumina sequencing reads. Nucleic Acids Research, 42(18):e141, 2014

3. deML: Using 1, Maximum-likelihood methods can be used to infer the most likely
sample of origin for each individual read from multiplexed sequencing runs. (Chap-
ter 4, page: 67)
reference:
Gabriel Renaud, Udo Stenzel, Tomislav Maricic, Victor Wiebe, and Janet Kelso.
deML: robust demultiplexing of Illumina sequences using a likelihood-based ap-
proach. Bioinformatics, 31(5):770–772, 2015

4. schmutzi: Using 1, 2 and 3, the resulting data can be used to infer the endoge-
nous mitochondrial genome and quantify present-day human contamination rates
for aDNA datasets. (Chapter 5, page: 91)
reference:
Gabriel Renaud, Viviane Slon, Ana T. Duggan, and Janet Kelso. schmutzi: Con-
tamination estimate and endogenous mitochondrial consensus calling for ancient
DNA. submitted, 2015

A diagram represents how these programs rely on the output of freeIbis (see Figure 1.9).
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Figure 1.9: Representation of how freeIbis, leeHom, deML and schmutzi depend on
each other. All of the three downstream programs, leeHom, deML and schmutzi re-
quire freeIbis’ output to compute Bayesian probabilities. Finally, schmutzi also needs
leeHom’s reconstructed aDNA fragments to compute present-day human contamination
estimates.

Previous work done in the field for each individual problem is presented at the begin-
ning of each chapter. The description of how to obtain such accuracy for error probabil-
ities is presented (Chapter 2). Using those error probabilities, how to reconstruct aDNA
fragments via MAP methods is explained (Chapter 3). A maximum-likelihood algorithm
to robustly assign individual reads to the most likely sample of origin is then presented
(Chapter 4). Finally, methods for inferring the endogenous mitochondrial genome despite
heavy present-day human DNA contamination and algorithms to quantify this contam-
ination for ancient hominin samples are described (Chapter 5). An overall conclusion
about the applicability of the principles that undergird this thesis is found in the final
chapter (Chapter 6) and is followed by appendices.
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Chapter 2

Basecalling with calibrated

quality scores

This chapter presents freeIbis, a third-party basecalling algorithm for Illumina sequencers
that produces calibrated quality scores.

2.1 Background

A crucial step in the Illumina sequencing pipeline is basecalling: the generation of indi-
vidual nucleotide sequences and associated quality scores, which measure the probability
of a sequencing error, from raw intensities. To evaluate the applicability of a basecalling
program for practical purposes, 3 aspects must be taken into account:

1. Accuracy of the nucleotide sequences being produced

2. Quality scores that adequately represent the probability of error

3. Reasonable runtime

The default basecaller provided by Illumina, Bustard, develops a model from the raw
intensities and uses it to perform basecalling. This model estimates the quantities defined
in section 1.1.2 namely, the cross-talk matrix, phasing and pre-phasing. It then applies
corrections to the measured intensities for cross-talk and then corrects for phasing and
pre-phasing 1.

1http://supportres.illumina.com/documents/myillumina/ec3129a6-b41f-4d98-963f-
668391997f1a/olb 194 userguide 15009920d.pdf accessed: 06/30/15
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In an attempt to either provide more accurate sequences or quality scores than the
default Bustard basecaller, third-party basecallers have been described in the literature.
Since a lesser number of basecalling errors have the potential to produce more accurate
and simpler downstream analyses, designing improved basecallers has been an active
research field [61]. Certain of these alternative basecallers reported achieving a better
performance than Bustard [113]. These basecallers can be divided into those that apply
an unsupervised modeling strategy like Bustard and those that rely on supervised learning
approaches or intermediate approaches (Altacyclic [25]).

2.1.1 Unsupervised modeling approaches

The aim of unsupervised modeling methods for basecalling is to infer parameters for
the cross-talk matrix, pre-phasing, phasing and fading (see Section 1.1.2). This can be
achieved by applying a mathematical model that includes each parameter. Using empir-
ical intensities, the basecaller finds values for these internal parameters. The advantage
of such methods is that they do not require control data like PhiX for training.

Different strategies have been suggested to model Illumina sequencing data. BayesCall[49]
tries to incorporate cycle-dependent parameters into a Bayesian framework and predicts
the bases with the highest posterior probability (see naiveBayescall [48] or [19] for faster
implementations). To improve on this, All your Base (AYB) [72] tries to consider the
entire sequence to infer model parameters rather than a few neighboring cycles. Fur-
thermore, under the assumption that neighboring clusters on the flowcell might have
parameters that are more similar, AYB allows for basecalling on a per-tile basis. Finally,
BlindCall (see [115]) treated the problem of basecalling as a blind deconvolution problem,
which aims at recovering a latent signal given an observed one [62].

There are two types of model-based algorithms, those that build a single model for the
entire flowcell and those, like AYB, that use a single model per tile. Currently, basecallers
that use a different model for each tile perhaps have the potential to be the most accurate
in terms of the sequence they produce as they can capture local effects on the flowcell
(see results in Section 2.4.3 later in this chapter). A downside however, is that they are
often too slow to suit the needs of even small or mid-size sequencing centers.

2.1.2 Supervised learning approaches

The supervised learning strategy uses as training data a small viral genome that has been
previously sequenced. The virus used is the PhiX174 (shortened to “PhiX” throughout
the thesis) GenBank ID: J02482.1 but where the reference sequence was provided by
Illumina Inc. Such data establishes a correspondence between the intensities and the
nucleotides they represent. A downside to this is the requirement that a sufficient number
of control sequences must be available for every sequencing run.
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Altacyclic [25] used a combination of SVMs and internal parameters to achieve base-
calling. In the original publication, the authors reported improved base accuracy over
the default Illumina basecalls. The Bioinformatics group at the Max Planck Institute for
Evolutionary Anthropology (MPI-EVA) has previously developed Ibis [55], a basecaller
that uses a multiclass support vector machine (SVM) with a linear kernel to predict the
most likely nucleotides. Briefly, an SVM with a linear kernel seeks a fit a hyperplane
between labeled multidimensional training data such that this hyperplane divides data
points with different labels. This hyperplane is fitted given a cost function that penalizes
misclassifications. In the case of basecalling, Ibis seeks to fit a hyperplane using label in-
tensities with their respective nucleotides determined from the PhiX genome (see Figure
2.1).

Figure 2.1: The distribution of the G and T intensities from a Genome Analyzer II for
nucleotides identified as either G or T using the PhiX genome. The G nucleotides have
high intensities for both G and T due to cross-talk and the T nucleotides have low G and
high T intensities. A black line represents a putative hyperplane that separates the space
into a G and T prediction given intensities.

The quality scores were produced by assuming that the distances to the decision
boundaries were normally distributed. Therefore, the probability of error of a given
prediction could be inferred by the relative position of its distance to its decision boundary
to the overall distribution of such distances.
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While Ibis produced nucleotides that were more accurate than the default Illumina
basecaller, certain drawbacks remained:

1. The SVM library used (SVM-Light [46]) had a non-commercial license thus pre-
venting uses in industry.

2. Bases on the PhiX genome reference showed signs of divergence. This meant that a
majority of empirical bases supported a different nucleotide than the one from the
reference. This meant that erroneous training examples were given to Ibis.

3. The quality scores produced using the heuristic described above do not correlate
well with the observed error rate. This lack of correlation was observed by both
the Bioinformatics group at the MPI-EVA and another research group [72] inde-
pendently.

The last point is particularly important as downstream analyses require quality scores
to distinguish sequencing errors from genuine mutations. To illustrate this, PhiX sequenc-
ing data basecalled with the latest version of Ibis was aligned to its genome. For each
possible quality score, the fraction of mismatches over the total was measured. For a pre-
dicted error rate of 1 in 10,000, one mismatch per 10,000 aligned nucleotides, on average,
should also be observed in the aligned data. However, the results show that the predicted
error rates produced by Ibis do not correlate well with their observed ones (see Figure
2.2). Moreover, they are not strictly increasing (i.e. a nucleotide with a predicted error
rate of 1/10,000 has a greater error probability than a nucleotide with a predicted error
rate of 1/1,000).
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Figure 2.2: The predicted versus observed error probabilities from a Genome Analyzer II
for sequences aligned to the PhiX reference genome. The 4 color represents the predicted
nucleotide. The diagonal line represents a perfect prediction. While the predicted quality
scores do not correlate well with observed ones, the same quality scores for different
nucleotides have different observed error rates. Also, nucleotides with a lower predicted
error rate have a higher observed error rates. The numbers in the legend represent the
root-mean-square error of the predicted error rates to the observed ones.

Another reason for the continued development of Ibis is that, despite the high base-
calling accuracy, tiled-based predictions are often impractically slow for everyday use (see
results in Section 2.4.3 later in this chapter). To illustrate this, BlindCall[115] reports a
minimum runtime of 4-8 minutes for a single tile, which is faster than the time the authors
obtained for AYB. However, for an entire HiSeq run, basecalling 8 lanes X 2 surfaces X
3 swaths X 16 tiles would require a minimum of 2.1-4.2 days. As reported in the original
Ibis publication, inferring a single model over the entire flowcell offers superior accuracy
than simply using the Bustard basecalls and sequencing centers can do so at a feasible
runtime.

2.1.3 Quality score recalibration

The Genome Analysis Toolkit (GATK) [74] is a series of programs aimed mostly at
genotyping. As part of their recommended steps prior to genotyping, the GATK devel-
opment team advises users to recalibrate the raw quality scores from Illumina sequencers
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to address the problem of the imperfect correlation between predicted and observed error
rates.

The software package provides subprograms to recalibrate the quality scores for aligned
sequencing data. Briefly, it uses known single nucleotide polymorphisms (SNPs) to mea-
sure empirical error rates and thus modifies the quality scores from the input BAM. While
this approach might yield good results for whole genome resequencing of humans from
Eurasia, it might cause biases for certain highly divergent African populations where the
extent of mutations has not been characterized. Further, this approach is not applicable
for aDNA stemming from archaic humans like Neanderthals. Also, this approach is not
applicable for non-human species as a well-characterized set of variants is needed from
the same species as the sample for this recalibration strategy to work.

A basecaller that produces sequences whose accuracy ideally exceeds that of the de-
fault basecaller from the vendor, at a reasonable runtime and directly produces calibrated
quality scores was needed.

2.2 Introduction

To address the issues presented in section 2.1, an update to the Ibis basecaller is intro-
duced, rechristened freeIbis. FreeIbis replaces the SVM library with a restricted license
by LIBOCAS [32] which is released under the GNU Public License. Results show LIBO-
CAS offers an optimal performance in terms of basecalling and that freeIbis outperforms
the previous version of the basecaller, Ibis, in terms of sequence accuracy.

How the decision score of the SVM corresponded to the observed error rate was
measured. A function approximating this distribution is then used to assign quality
scores for individual bases. The resulting scores show a high level of correlation between
their observed error rate and the predicted one, thus obviating the need for quality score
recalibration as a post-processing step [74]. The newest versions of freeIbis and Ibis were
compared against the default basecaller for two Genome Analyzer II (GA) runs, a HiSeq
run and a MiSeq run. On a set of DNA sequences genotyped using both Sanger and
Illumina sequencing technologies, freeIbis provides an improvement in genotype accuracy
over the default Illumina basecaller.

32



CHAPTER 2. BASECALLING

2.3 Methods

This section presents how various SVM libraries were tested for their accuracy in terms
of basecalling (see Section 2.3.3), a strategy to eliminated mislabeled training examples
(see Section 2.3.2) and how calibrated quality scores can be produced (see Section 2.3.3).

2.3.1 Testing SVM libraries

To evaluate the performance and accuracy of various SVM libraries for basecalling, a
small dataset containing 51 cycles from a PhiX control lane sequenced on a GAII using
an earlier version of the chemistry was used. The objective is not to produce usable
sequences but rather, to evaluate how different libraries perform on training and testing
datasets representing actual intensities. It is worth noting that, in previous versions of
the Illumina chemistry, an accumulation of the ddNTP for the T base induced spurious
high-intensity values for the T channel which was mostly noticeable in later cycles. This
dataset is therefore befitting for the purpose of testing machine learning techniques as
predicting bases in later cycles becomes difficult due to increased phasing. To account
for phasing, the intensities of the previous and following cycle from the same cluster are
used as additional features.

The performance and accuracy was compared for LIBOCAS v0.93[33], LIBLINEAR
v1.8[12] (with option 4 for the multi-class SVM) and SHOGUN v0.10.0 [108] (with LIB-
SVM MULTICLASS) against SVM-Light v2.12 [46], the SVM library used in Ibis. The
results indicated that LIBOCAS offered overall superior accuracy at a lesser required
training time than remaining methods (see section 2.4.1). Similar results regarding the
accuracy of LIBOCAS compared to other methods for different classification problems
were reported by the LIBOCAS authors. This library was therefore embedded into the
base-calling software.

2.3.2 Masking divergent positions on the PhiX

The control reads, generally the PhiX phage, provide the SVM library with training data
to find an optimal set of hyperplanes to divide the feature space into the various labels
which are, in freeIbis’ case, the 4 different base pairs. These hyperplanes are subse-
quently used to assign a label to the intensities given as input. The optimal hyperplanes
are derived by determining parameters that minimize a cost function which penalizes mis-
classified training examples proportionally to their respective decision score. Therefore,
numerous mislabeled training examples (i.e. set of intensities for an adenine labeled as a
thymine) could have an influence on the set of hyperplanes determined by the algorithm.
A manual look at the training data revealed that these artifacts were in fact present and
were probably the results of two distinct causes: genuine sequencing errors and diver-
gent bases in the control genome population. The former would cause mismatches to
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the reference that would be scattered across the genome while the latter, would create
mismatches at specific bases with a clear bias for a given nucleotide. The mismatches for
each base of the PhiX genome as a fraction of the coverage were plotted (see Figure 2.3)
and, to distinguish between random sequencing errors and actual divergent positions, the
plots were separated according to the substituted base pair on the read. These effects can
be hard to disentangle however, both cause the introduction of mislabeled examples in
the training and testing datasets. As the mismatches were concentrated around certain
positions and a clear substitution bias for certain nucleotides were observed, a masking
procedure for these positions on the genome of the organism used as control was im-
plemented. Thus, any training or testing example created from a position having more
than 10% of its coverage represented as a mismatch to a given nucleotide was removed.
Sequence patterns indicating systematic sequencing errors (SSE) described by Nakamura
et al.[81] were not disproportionately found around these masked positions.

34



CHAPTER 2. BASECALLING

Figure 2.3: The distribution on the PhiX genome of mismatches as a ratio of coverage
for control reads for a GAII run. The plots indicate the mismatches from the reference
to: A ( subfigure A)), C (subfigure B) ), G (subfigure C) ), T (subfigure D)

2.3.3 Quality Score Calibration

As the divergent bases on the PhiX were masked, whether the posterior probabilities of
the SVM corresponded with the observed error rate was evaluated. However, standard
implementations of the SVM algorithm do not output posterior probabilities but deci-
sions values for each hyperplane. A key observation is that the rate of misclassifications
decreases as the distance to the hyperplane increases (see schematic representation in
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Figure 2.1).

The previous version of the basecaller (Ibis) sought to predict the quality based on
empirically observed SVM decision scores and misclassification rates. However, the new
version offers the possibility of calibrating SVM decision scores to observed errors using a
logistic regression whose confidence probability score is, in turn, correlated to sequencing
quality. This calibration is computed on every cycle and each nucleotide position within
the sequence reads.

The library used for support vector machines produces, along with class assignments,
decision score values associated for each nucleotide (δA, δC , δG, δT ). A method for
calibrating these values into actual posterior probabilities was described by [86] which
proposes that this posterior probability can be modeled using a logistic function:

perror =
1

1 + e−z
(2.1)

where z is defined by :

z = b+ aA · δA + aC · δC + aG · δG + at · δT (2.2)

The parameters b, aA, aC , aG, at from equation 2.2 are obtained using the logistic regres-
sion function from LIBLINEAR v1.8[12]. For the ith base being predicted, freeIbis uses
as input its decision scores (δAi, δCi, δGi, δT i) from the SVM and the empirical errors ei
such that: ei = 0 if the predicted base matches the template and ei = 1 otherwise. This
allows freeIbis to compute the set of zi values for each predicted base.

To compute the error rate for an average value of z, overlapping windows of n ob-

servations are used where the average error is simply
∑

i∈n ei
n

. The size of the window is
adjusted to encompass a fixed number of mismatches such that windows at high error
rates are smaller than those at low error rates. The result is a set of average z values (ẑi)
and estimated error rate ǫ̂i such that 0 < ǫ̂i < 1.

However, as quality scores are computed on a PHRED scale defined as−10·log10(perror)
and since perror is modeled using the logistic function, plotting the input of the linear
function z from equation 2.2 against the logarithm of the observed error rate (i.e. ǫi on
a PHRED scale) would be expected to follow a somewhat linear relationship (see Figure
2.4).
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Figure 2.4: The plot of the error probability on a PHRED scale when a logistic function
is used to represent such a probability (f(x) = −10 · log10(1 − 1

1+e−x ) ). At values of x
greater than 4, the log of the logistic function behaves like a linear function.

However, it was empirically determined that, despite this relationship being linear for
the earlier scores, it reaches a quality score plateau induced by the background error rate
of the procedure (see Figure 2.5). For high quality sequencing runs (e.g. a HiSeq with
recent chemistry and normal cluster density) this plateau usually hovers around 40.
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Figure 2.5: Estimate of the error rate for control reads as a function of the input of
the logistic function. A linear relationship would be expected between both variables,
however, a plateau after reaching error rates of 40 is often seen thus the need to model
this relationship using a piecewise linear regression. The observed error rate can be
computed by sorting observations according to the value of the logistic function and
computing the ratio of mismatches to observations for a given window. This process can
be repeated using multiple windows to obtain estimates for various values of the logistic
function. The value k represents the boundary of the two subdomains of the piecewise
linear functions which are represented in red.

To model this distribution, a piecewise linear regression was used:

h(ẑi) =

{

θ0 + θ1ẑi : ẑi ≤ k

θ2 + θ3ẑi : ẑi > k

where both lines intersect at k and both slopes (θ1, θ3) are positive. The following ex-
pression:

∑

i

(h(ẑi)− (−10 · log10(ǫ̂i)))2 (2.3)
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was used as the cost function. The result of this regression can be seen as red lines
in Figure 2.5. One equation models the ascending quality scores due to higher SVM
classification confidence while the other models the plateau which increases at a much
lower rate than the former. This equation is subsequently used on reads to predict the
quality score for each base. The resulting scores show a high correlation to their respective
error rate. Even if a lane containing control reads is not used for this calibration, the
high concordance between predicted and observed quality scores still holds.
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2.4 Results

The effect on prediction accuracy of changing the SVM library for LIBOCAS is presented
(see Section 2.4.1), followed by the effect of masking divergent bases on the PhiX genome
(see Section 2.4.2). The accuracy of the individual bases (see Section 2.4.3) and the quality
scores (see page 42) is presented. The effect of having improved basecalling accuracy on
genotyping follows (see Section 2.4.5) and finally, the results obtained when using freeIbis
on a problematic sequencing run is presented (see Section 2.4.6).

2.4.1 Effect of the SVM library

Out of the SVM libraries described in the methods, LIBOCAS outperforms the other
libraries that were tested for both metrics: accuracy (see Figure 2.6) at a reasonable
runtime (see Figure 2.7). However, it should be pointed out that the training time for
LIBOCAS had to be set manually. Even at a training of only 5 seconds, LIBOCAS
outperforms other libraries in terms of accuracy. As previously mentioned, for those
reasons, LIBOCAS was chosen as the SVM library for the new version of the software.

Figure 2.6: A) The prediction accuracy of 4 different SVM libraries on predicting the
bases in a test set made from half of the control reads from 51 cycles from a control lane
on a GAII. B) A close-up of figure A), showing that LIBOCAS generally outperforms the
other libraries that were tested in terms of accuracy.
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Figure 2.7: The training time required by each library. The training time for LIBOCAS
was set at 5 seconds while the remaining libraries were allowed to reach their default
convergence criterion.

2.4.2 Effect of masking positions on the PhiX genome

FreeIbis was compared with the masking of divergent positions on the PhiX genome
disabled, thus changing only the SVM library for LIBOCAS, to the most recent version
of Ibis . The aforementioned run containing 200,000 sequences from a PhiX control lane
with a high thymine retention [55] was used. The reads produced by both versions were
aligned back to the PhiX genome and the number of sequences mapped and average edit
distance was computed.

Since the introduction of incorrectly labeled training examples could influence the
quality of the SVM model, whether the masking procedure would have an effect on the
number of mapped reads was evaluated. The mapping statistics confirmed that masking
divergent bases on the PhiX genome improves the final sequence accuracy (170,572 se-
quences mapped) compared to not masking any bases (170,220) or masking random bases
(170,225) (see Table 2.1).
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Method Mapped Perfectly mapped (%)

Ibis 169,500 (84.75%) 124,260 (73.31%)
freeIbis (random masking) 170,225 (85.11%) 125,471 (73.71%)
freeIbis (no masking) 170,220 (85.11%) 125,457 (73.70%)
freeIbis (with masking) 170,572 (85.29%) 125,870 (73.79%)

Table 2.1: Accuracy for Ibis, freeIbis with masking disabled and by masking both random
and divergent bases on the PhiX genome.

2.4.3 Base prediction accuracy

FreeIbis was tested on a recent paired-end GAIIx run from mid-2011 from the sequencing
center at the Max Planck Institute for Evolutionary Anthropology with 2x126 cycles and
a single index of 7 nucleotides. This multiplexed run had both human DNA as target, and
PhiX as control and was basecalled using Ibis, freeIbis as well as naiveBayesCall version
0.3 and All your base (AYB) version 2.08. Their performance was evaluated in terms of
sequence accuracy, the number of sequences mapped and edit distance to the reference,
as well as runtime (see Table 2.2 and see Table A.1 in the Appendix for various other
Illumina runs). FreeIbis provides more high quality base calls, leading to an increased
number of reads being mapped to the reference with a lower edit distance than is the
case for other basecallers.

Basecaller Training Calling Mapped (%) Edit
Time Time distance

Bustard 583,348,201 (83.93%) 1.379
naiveBayesCall 591h 658h 578,957,145 (83.34%) 1.496
AYB 394h 593,183,967 (85.52%) 1.076
Ibis 19.4h 13.2h 592,929,953 (85.31%) 1.167
freeIbis 21.3h 12.2h 594,095,219 (85.48%) 1.145

Table 2.2: Accuracy for each basecaller on an Illumina GAIIx data set (2x126 cycles
with 366,135,257 clusters). The human sequences were mapped to the hg19 version
of the human genome. The number of mapped sequences and the average number of
mismatches for those, were tallied for each method. Time trials were conducted on a
machine with 74GB of RAM and using 8 of the 12 Intel Xeon cores running at 2.27GHz.
The percentage mapped is relative to sequences assigned to the read group of interest.

2.4.4 Quality score accuracy

The predicted versus observed quality scores were plotted for Bustard and for freeIbis
(see Figure 2.8). The sequences for a GAII run used for comparison were produced using
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Bustard Off-Line Basecaller (OLB v.1.9.3). Results show that freeIbis offers improved
accuracy and calibrated quality scores for various sequencing runs, including one run on
a HiSeq and another on a MiSeq, (see Figures B.1 through B.8 in the Appendix) and
outperforms Bustard on runs with unusually high error rates (see the following section
2.4.6).
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Figure 2.8: Plot of the predicted versus observed base quality score for control reads on an
Illumina GAII. Ideally the base qualities should follow the diagonal line. The root mean
square error (RMSE) shows that quality scores predicted using freeIbis have a greater
correlation to their observed error rates.

Genotype calls obtained using Sanger sequencing was compared to the genotype calls
from the same sequencing data but by using 3 different basecallers (Ibis, freeIbis and
Bustard). Our results show that freeIbis offers improved genotyping accuracy (see section
2.4.5).

2.4.5 Comparing influence on genotype

To evaluate whether the new quality scores combined with the increased accuracy in
basecalling would have any effect on the genotyping, the SNPs obtained from sequences
basecalled using Ibis, freeIbis and the default basecaller provided by Illumina (Bustard)
was compared against genotype data from Sanger sequencing. Three different Illumina
GAII runs from 2011 were basecalled using the 3 aforementioned basecallers. The data
was demultiplexed, stripped of sequencing adapters using an in-house sequencing pipeline
[53]. The Sanger genotyped data came from different individuals. From this panel of
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various individuals, 10 individuals were selected for comparison by the completeness of
the genotyping obtained using the Sanger reads.

The data stemming from 49 genomic regions with a total length of 93kb (average:
1.9kb) from extant humans samples was mapped against the hg19 version of the human
genome using BWA v.0.5.10 [63]. The resulting data was genotyped using GATK v.1.3-14
[74] (using option EMIT ALL SITES) after duplicate marking and removal using Picard
v. 1.56 (http://picard.sourceforge.net) and indel realignment, again using GATK. Given
a general genotype quality cutoff value, the number of true positives, where Sanger and
Illumina agreed, false positives (i.e. Illumina SNP but no Sanger), false negatives (SNP
detected in Sanger but no alternative allele in Illumina) and true negatives were tabulated.
To avoid any potential omissions in the Sanger sequenced data, only SNPs not found in
dbSNP and with no clear sign of strand bias were tabulated as a false positive.

When comparing to the previous version of the software, the resulting genotyping
accuracy (Table A.2 in Appendix) presents less false positives at low quality but freeIbis
produces more accurate calls and better accuracy at higher genotype quality. This is
due to the distribution of the quality scores (see Figure B.6 in Appendix) between both
basecallers as Ibis produces quality scores in the 20-30 range whereas freeIbis is able to
confidently call bases at higher quality scores. At any genotype quality cutoff, freeIbis
produces more accurate calls and fewer erroneous ones than Bustard. Furthermore, the
average genotype quality for all positions for freeIbis (58.98) is higher than Ibis’ (58.77)
or Bustard’s (58.77).

2.4.6 On problematic data

To evaluated whether freeIbis would still have the robustness to improve the accuracy
of a problematic dataset, freeIbis was compared to Bustard on a run with a high error
rate sequenced on an Illumina GAIIx from the sequencing facilities at the Max Planck
Institute for Evolutionary Anthropology. The high error rate was due to an overloading
of the flowcell thus making it arduous for the sequencer to delineate the different sequence
clusters. This run was basecalled both with freeIbis and Bustard and the error rates for
sequences identified as controls were compared. Across lanes, the edit distance for reads
basecalled with freeIbis had a lower edit distance to their reference (see Table A.3 in the
Appendix) and a greater percentage of sequences were mapped overall (see Figure 2.9).
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Figure 2.9: The error rate of control sequences for a problematic sequencing run (Illumina
GAIIx 2x76bp) with a very high error rate A) compared to a different run (Illumina MiSeq
2x76bp) with a standard error rate. Although the error rate for control reads usually
increases at the end due to increased phasing, it reaches for this particular run one error
in 200 bases. B) The edit distance of these control reads to their reference genome reveals
that despite the increased error rate, freeIbis performs better than Bustard in terms of
edit distance. For comparison purposes, the edit distance for the aforementioned MiSeq
run with a standard error rate was 0.101632 thus revealing the problematic nature of this
dataset.

2.5 Conclusion

FreeIbis provides substantial improvements in sequence accuracy, quality score calibration
and genotyping accuracy over Bustard, and is more computationally efficient than equally
accurate model-based methods such as AYB.
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Chapter 3

Bayesian ancient DNA fragment

reconstruction

This chapter introduces, leeHom, a Bayesian algorithm to infer aDNA fragments from
sequencing data.

3.1 Background

As alluded to in section 1.1.3, DNA molecules extracted from ancient samples are often
short due to the degradation of DNA after the death of the organism and average length
rarely exceeds 100 bp [102].

As a consequence the length of reads obtained from the Illumina sequencer often
exceeds the length of the DNAmolecule, and the read therefore contains both the sequence
of the original molecule and also part of the adapter sequence (see Figure 3.1). For
paired-end reads that exceed the molecule length, both the forward and reverse reads
will have the sequence of the same original molecule before showing residual adapter
sequence. Similarly, molecules that are shorter than the sum of the forward and reverse
read length are expected to show identical bases at the ends of both reads since the same
part of the molecule is read twice. Merging of identical sequences is also expected to
reduce sequencing error due to the repeated observation of the same base. Since residual
adapter sequences in the reads interfere with mapping and assembly, it is necessary to
trim reads up to the start of the original molecule.

Several algorithms have been implemented to trim adapter sequences (see [70], [57] and
http://code.google.com/p/ea-utils/wiki/FastqMultx) and to merge overlapping paired-
end sequences (see [53],[65] and https://github.com/jstjohn/SeqPrep). However, these
algorithms use cutoffs for detecting adapters and merging reads and need to be adapted to
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varying rates of sequencing errors. For instance, both cutadapt and AdaptorRemoval have
default thresholds for the rate of mismatches and minimum overlap length. More liberal
cutoffs can lead to a greater number of false positives. Other algorithms [71, 118, 66] have
been designed to merge overlapping pairs but do not provide the likelihood of seeing the
adapter at the end of both reads. Furthermore, sequencing centers often give end-users
sequencing data with the adapters already trimmed. Including the quality of similarity to
the sequencing adapters in the computation to reconstruct very short molecules therefore
becomes impossible.

fragment adapter 1 adapter 2 

read 

read a) 

fragment adapter 1 adapter 2 

read 

read b) 

Figure 3.1: Schematic representation of paired-end sequencing for very short molecules.
a) When the molecule is shorter than the read length, both reads will run into the adapters
and the remaining part will completely overlap. b) If the sequence is longer but still not
longer than twice the read length, adapter sequences will be absent but a partial overlap
can be observed between the end of the sequences.

The field of bioinformatics applied to NGS and aDNA required an algorithm that:

• Uses quality scores to distinguish genuine mismatches from common sequencing
errors. Furthermore, quality scores should be used for the consensus call of over-
lapping portions of paired-end data

• Does not have cutoffs for mismatches to the adapter or percentage overlap as those
cannot be tailored for the entire flowcell which has divergent rates of errors (see
section 1.2.3)

• Does not separate the process of adapter trimming and sequence overlap as those
are linked tasks

3.2 Introduction

This chapter presents a new Bayesian maximum a posteriori based trimming and merging
algorithm, leeHom, that is particularly useful for aDNA and other cases where short
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molecules are sequenced. Instead of separating the processes of adapter trimming and
merging, leeHom combines both steps into a single probabilistic model. Briefly, leeHom
computes the probability of observing the reads given a certain original molecule length
and returns the most likely sequence. This algorithm is highly robust to sequencing error,
produces few false positives and is able to handle common sequencing problems such as
missing cycles. The algorithm was tested on a set of simulated aDNA sequences where
the original molecule sequence was known, and on Neanderthal sequence data. Results
show that leeHom outperforms currently available software in speed and accuracy for
both simulated and real ancient DNA data, and that it is suitable for processing large
volumes of sequence data. It can take unaligned BAM or fastq files as input and requires
the sequence of the adapters be provided. leeHom is released under the GPLv3 and is
freely available from: https://bioinf.eva.mpg.de/leehom/
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3.3 Methods

First, the algorithm for computing the likelihood for various fragment lengths is pre-
sented (see Section 3.3.1), following by the computation of the posterior probability for
overlapping portions of the sequences (see Section 3.3.2) and finally, strategies to test the
algorithm are presented (see Section 3.3.3).

3.3.1 Computation of the likelihood for a given fragment length

The algorithm described here relies on computing the probability of observing both pairs
of reads assuming that the original sequence is of a certain length. A similar maximum-
likelihood approach for paired-end reads was used in the literature for assembling 16S
rRNA or PCR product flanked by primer sequences using partially overlapping paired-
end reads (see [71]). Apart from computing the likelihood of all possible overlapping
sequence lengths, the likelihood of stemming from non-overlapping pairs is also computed,
thus removing the need for hard cutoffs. Furthermore, a probabilistic prior of seeing a
sequence of a certain length can be added.

Given that paired-end reads r1 and r2 have been sequenced, it is assumed that if the
original sequence was shorter than the read length, each read will have, at the end, the
sequences of the adapters: a1 and a2 respectively. Let l1 = length(r1) and l2 = length(r2).
The probability of observing this data given that it is assumed that the original sequence
was of length i, denoted as P (r1, r2, a1, a2|i), can be computed using the following formula:

P (a1 ≈ r1[i− 1..]) · P (r1[1..i− 1] ≈ r2[1..i− 1]) · P (a2 ≈ r2[i− 1..]) (3.1)

where P represents the probability, r2 is the reverse complement of r2, the [i..] and [1..i−1]
operators denote the suffix starting at position i and the prefix ending before position
i, respectively and where an end index greater than the start one represents an empty
string. The first and last terms correspond to the probability of observing r1[i..] and r2[i..]
given that the templates were a1 and a2 respectively. The middle term corresponds to the
probability of observing the stretches r1[1..i− 1] and r2[1..i− 1] given that they stemmed
from a common sequence. The specific equations for those two probability functions are
defined in greater detail below. This probability is computed for every i ∈ 0...l1 + l2.
The posterior probability of any length being i given the data can be described using the
following expression:

P (i|r1, r2, a1, a2) ∝ P (r1, r2, a1, a2|i) · P (i) (3.2)

The prior on the sequence length i is defined using the probability density function of the
log-normal distribution given by:

50



CHAPTER 3. ADNA RECONSTRUCTION

Figure 3.2: Empirical (black) and theoretical (red) fragment length distributions of an-
cient and modern DNA libraries. Presented is the output of the maximum-likelihood
fit from the Fitdistrplus R package using a log-normal distribution for an ancient DNA
library (left) and a modern DNA one (right). Ancient DNA tends to be of shorter length
and of much narrower variance than modern DNA.

P (i) =
1

i
√
2πσ

exp−
(log(i)−µ)2

2σ2 (3.3)

The term above models the likelihood of seeing that particular sequence size given
a prior belief on the sequence size distribution. To find the most suitable distribu-
tion to model the length of DNA sequences, various heavy-tail distribution were com-
pared using the maximum-likelihood fit from the Fitdistrplus R package (http://cran.r-
project.org/web/packages/fitdistrplus/) and the one maximizing the likelihood of the fit
was log-normal (data not shown). To illustrate how the shape of the prior changes from
modern to ancient DNA sequences, the log-normal distribution for both a modern and
ancient DNA dataset was computed (see Figure 3.2). Users also have the option of using a
uniform prior on the sequence length if the size distribution of the sequences is unknown.

leeHom aims at finding the original sequence length imax that maximizes the posterior of
observation of r1 and r2:

imax = argmaxi∈{0...l1+l2}P (i|r1, r2, a1, a2)

and returns the most likely bases for the sequence of length imax.

To compute P (a1 ≈ r1[i..]) and P (a2 ≈ r2[i..]), a string comparison is used that disallows
insertions/deletions while tolerating mismatches. The probability of seeing a substring
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of a read r[i..] given that an adapter a was the template is given by the product of the
likelihood for each base :

P (a ≈ r[i− 1..]) =

k=length(r)
∏

k=i−1

Pmatch(a[k − i+ 1], r[k]) (3.4)

where Pmatch is the likelihood of a match for two bases. Let q[i] be the quality score
associated with base r[i], the probability of sequencing error (see Section 1.1.2 for further
explanation about quality scores on the PHRED scale) for a given quality score q[k] is
defined as follows:

Pe(q[k]) = 10
−q[k]
10 (3.5)

Therefore, the probability of observing r[k+ i] given that the correct nucleotide is a[k] is
computed as follows:

Pmatch(a[k], r[k + i]) =











1− Pe(q[k]) if a[k] = r[k + i]

Pe(qk) · 1
3 if a[k] 6= r[k + i]

1
4 if k > length(a)

(3.6)

Equation 3.6 assumes that the probability of error given a certain sequenced base repre-
sents the probability of miscalling the base to any other base with equal probability (see
Section 1.2.3).

The likelihood of the overlap P (r1[1..i−1] ≈ r2[1..i−1]), is defined as the probability
of having seen both substrings given that they stemmed from the same DNA sequence.
Assuming that each base is independent of the remaining ones, the likelihood for each
base can therefore be multiplied as such:

P (r1[1..i − 1] ≈ r2[1..i − 1]) =

k=i−1
∏

k=1

Pmatch(r1[k], r2[k]) (3.7)

Given that the strings r1 and r2 have the associated quality scores q1 and q2, the likelihood
of two bases from two different reads stemming from the same original base is given by
marginalizing the probabilities for each potential nucleotide that could have been this
original nucleotide multiplied by the respective probability of observation of the two
sequenced nucleotides :

Pmatch(r1[k], r2[k]) =
∑

n∈{A,C,G,T}
Pobs(n) · Pobs(r1, r2|n) (3.8)
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where Pobs(n) representing the likelihood of observing nucleotide n in the original overlap-
ping sequence, approximated to 1

4 for ∀n ∈ {A,C,G, T}. The second term (Pobs(r1, r2|n))
can be quantified as follows:























(1− Pe(q1[k])) · (1− Pe(q2[k])) if r1[k] = r2[k] ∧ r1[k] = n

(1− Pe(q1[k])) · (Pe(q2[k])) · 1
3 if r1[k] 6= r2[k] ∧ r1[k] = n

(Pe(q1[k])) · 1
3 · (1− Pe(q2[k])) if r1[k] 6= r2[k] ∧ r2[k] = n

(Pe(q1[k])) · 1
3 · (Pe(q2[k])) · 1

3 if r1[k] 6= n ∧ r2[k] 6= n

(3.9)

Again, it is assumed that a sequencing error is equally likely to produce any nucleotide
besides the correct one.

Once again, leeHom aims at finding the sequence length i that maximizes equation 3.1.
However, different values of i can be equally likely to have occurred. To avoid incor-
rect reconstructions due to multiple sequence length that are equally likely, the program
avoids reconstructing sequences where the ratio of the likelihoods of the second most
likely sequence length to the most likely one exceeds 1 in 20. This ensures that the most
likely sequence has to be several folds more likely than the second-best option. As men-
tioned before, the likelihood of having no overlap and therefore having a sequence length
exceeding twice the read length is also computed as follows:

∫ ∞

l1+l2

1

x
√
2πσ

e
− (log(x)−µ)2

2σ2 ·
∏

l1+l2

Pobs(n) (3.10)

where Pobs(n) is defined as in equation 3.8. The prior (
∫∞
l1+l2

1
x
√
2πσ

e
− (log(x)−µ)2

2σ2 ) on the

sequence length represents the probability of generating a sequence longer than l1+ l2 and
can be interpreted as 1− cdf(l1 + l2) where cdf() is the cumulative distribution function
for the aforementioned log-normal distribution. The resulting value is compared with the
likelihood values, defined by equation 3.1, for all sequence lengths : i ∈ {0...l1 + l2}.

3.3.2 Consensus of overlapping regions

Once the most likely sequence length has been computed, the remaining task is to assem-
ble the sequence using the information provided by r1 and r2. If a base has been covered
in only one read, it is reported along with the original quality score. However, if the base
is covered by both reads, a consensus base with its associated quality score is produced.
Again, a principle of independent observations with quantified error probabilities given
by the quality scores to produce both quantities is assumed.

Let two sequenced bases b1 and b2 with quality scores on the PHRED scale q1 and q2
respectively. For any given nucleotide n ∈ {A,C,G, T} that is believed to be the actual
base, the probability of observing b1 can be computed by the following:
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p(b1|n) =
{

1− Pe(q1) if b1 = n
Pe(q1)

3 if b1 6= n
(3.11)

Assuming that both bases b1 and b2 represent independent observations, the probability
of n given b1 and b2 can be defined as :

P (b1, b2|n) = P (b1|n) · P (b2|n) (3.12)

For calling the consensus base, the likelihood of a nucleotide n given the observation b1
and b2 needs to be computed. This can be computed using Bayes’ rule:

P (n|b1, b2) =
P (b1, b2|n) · P (n)

P (b1, b2)
(3.13)

The probability of having observed b1 and b2 can be computed by summing the probability
of having generated both bases, given that it is assumed that they came from the same
base. Since there are only four possibilities for this base, the following equation can be
used:

P (b1, b2) =
∑

m∈{A,C,G,T}
Pobs(m) · P (b1, b2|m) (3.14)

Where Pobs(m) is the prior for that given nucleotide (see Section above) and P (b1, b2|m)
can be derived using equation 3.12 and 3.11. In resulting BAM files, the probability
of error, which is the probability of not observing n given the two bases b1 and b2, is
reported. Hence the following can be derived:

P (¬n|b1, b2) = 1− P (n|b1, b2) (3.15)

= 1− P (b1, b2|n) · P (n)

P (b1, b2)
(3.16)

=
P (b1, b2)− P (b1, b2|n) · P (n)

P (b1, b2)
(3.17)

(3.18)

By substituting the result from equation 3.14 in the previous expression, P (¬n|b1, b2)
becomes:

P (¬n|b1, b2) =
∑

m∈{A,C,G,T}\n P (b1, b2|m)
∑

m∈{A,C,G,T} P (b1, b2|m)
. (3.19)

Finally, the most likely nucleotide is produced along with its associated quality score by
taking the PHRED scaled quantity defined in equation 3.19.
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3.3.3 aDNA sequencing data

Since sequencing error rates vary between sequencing runs and even vary within a run,
such a complex error rate is difficult to model and an actual dataset would be needed to
evaluate reconstruction accuracy. To benchmark the aforementioned programs on actual
aDNA data, the first 10M reads from a paired-end Illumina HiSeq 2500 run from the
Altai Neanderthal [89] were used as test dataset. Programs that trim and merge reads
- MergeTrimReads, SeqPrep and AdaptorRemoval, - were used with default parameters
for comparison. The resulting reconstructed sequences were mapped back to the human
reference genome (1000 Genomes version hg19) using BWA 0.5.10 [63] with default pa-
rameters. The number of aligned sequences along with the number of sequences aligning
with mapping quality greater than 30 were tallied for each algorithm.

A common feature of the programs being tested is the ability to merge overlapping
stretches. To evaluate whether this strategy improved sequence accuracy compared to
simply trimming the adapters and mapping both remaining reads separately, the same
dataset was processed by cutadapt [70] and the resulting unmerged and paired reads were
mapped with BWA. The number of mismatches per aligned basepair was computed for
aligned reads which were merged by leeHom and simply left as trimmed paired reads by
cutadapt.
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3.4 Results

The distribution of the log-likelihood for modern versus aDNA sequencing data is pre-
sented (see Section 3.4.1) followed by leeHom’s accuracy on simulated paired-end data
(see Section 3.4.2, page 57) and on simulated single-end data (see Section 3.4.2, page 60).
Finally, results on empirical data are presented (see Section 3.4.3).

3.4.1 Distribution of the log likelihood

To illustrate the differences in the likelihood landscape between actual modern and ancient
DNA paired reads, the log-likelihood for different potential sequence lengths was plotted
(see Figure 3.3). For aDNA pairs, there is a clear peak in log-likelihood around the length
of the original fragment whereas modern DNA shows a more even probabilistic landscape.
For the aDNA, the difference between the log of the most likely and the second most likely
fragment length was 66.93 whereas that difference was 0.19 for the modern DNA pairs.

56



CHAPTER 3. ADNA RECONSTRUCTION

0 50 100 150

−
40

0
−

30
0

−
20

0
−

10
0

Log likelihood as a function of position in the read

Position on the read (bp)

lo
g−

lik
el

ih
oo

d

Ancient DNA
Modern DNA

Figure 3.3: The log-likelihood for various possibilities of length of original sequence for
an ancient and modern DNA read pair. The dotted line represents the likelihood that the
reads do not merge and came from a sequence length greater than the longest possible
overlap. For the aDNA read pairs, a certain length of sequence is more likely than the
remaining possibilities. This does not occur for modern DNA read pairs due to the longer
size of the original sequence.

3.4.2 Simulated data

Paired-end

Using simulated paired-end reads at different levels of error, the performance of leeHom
was compared to MergeTrimReads (from [53]), SeqPrep (https://github.com/jstjohn/SeqPrep)
and to AdaptorRemoval [65]. Briefly, sequences matching the read distribution of aDNA
molecules generated for the Denisova genome project [77] were selected at random from
the genome. Sequences with unresolved base pairs (“N”) were removed. Reads of 100bp
were simulated by either adding adapter sequences to the end of reads if the original se-
quence was shorter than the simulated read length or by simply taking the first hundred
base pairs from each end. An Illumina error profile was used by aligning PhiX control
sequences to the PhiX genome and building a frequency table for matches and types of
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substitution. The frequency of quality scores associated with each was tallied. Errors
were introduced at a certain rate and nucleotide substitutions were added with the as-
sociated quality score taken from the error profile. Errors were introduced for each base
independently of each other. As the dataset contains the original sequence, both the
number of molecules for which the sequence was reconstructed perfectly and the number
of sequences with the correct length was assessed.

The number of perfectly reconstructed sequences versus the simulated error rate is
plotted in figure 3.4. Clearly, the number of inferred sequences without any mismatches
decreases both due to the increased difficulty of inferring the original sequence and the
smaller number of sequences with no mismatches. The relative number of sequences with
at least one mismatch was also plotted. This number tends to reach a plateau due to the
absence of reads without any sequencing errors. Both in terms of perfectly reconstructed
sequences and inexact matches, leeHom outperforms remaining algorithms especially at
high error rates. Furthermore, in terms of reconstructed sequences with the correct length
irrespective of the number of mismatches, leeHom also offers superior accuracy.

In terms of falsely merged reads, out of 931,767 paired-end reads, neither AdaptorRe-
moval nor SeqPrep generated any false positives. MergeTrimReads and leeHom generated
respectively 11 and 22 false positives. Those reads were located in regions of genomic
repeats. It should also be noted that using a prior in leeHom on the sequence length equal
to the distribution used to generate the simulated reads eliminates these false positives.
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Figure 3.4: Comparison of the fraction for all input reads of reconstructed sequences
as a function of simulated error rate for the output of leeHom and currently available
software for sequence reconstruction based on paired-end reads. The number of perfectly
reconstructed sequences (top left), the ones with a single mismatch (mm) to the original
sequence (top right) and those with the correct length (bottom) are presented. Both in
terms of perfectly reconstructed sequences and in terms of sequences with the correct
length, leeHom outperforms other currently available algorithms.
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Single-end

In a similar approach to the one taken for paired-end reads, the number of perfectly
inferred sequences was tallied for single-end reads for various software packages that trim
adapter sequences. The set of forward reads for the simulated aDNA sequences were used
as a test set of single-end reads. Also, the number of sequences with imperfect matches
to the original simulated sequence as well as the total number of sequences with correct
length was computed.

The 4 aforementioned programs (leeHom, MergeTrimReads, AdaptorRemoval and
cutadapt) were used to reconstruct the original sequences (see Figure 3.5). leeHom and
AdaptorRemoval offer the greatest robustness to sequencing errors.

60



CHAPTER 3. ADNA RECONSTRUCTION

0.02 0.04 0.06 0.08 0.10

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Fraction of perfectly reconstructed sequences
at various sequencing error rates

Simulated probability of error

F
ra

ct
io

n

0.02 0.04 0.06 0.08 0.10

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Fraction of reconstruct sequences with >0mm
at various sequencing error rates

Simulated probability of error

F
ra

ct
io

n

0.02 0.04 0.06 0.08 0.10

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Fraction of reconstruct sequences with correct length
at various sequencing error rates

Simulated probability of error

F
ra

ct
io

n

leeHom
MergeTrimReads
cutadapt
AdapterRemoval

Figure 3.5: Accuracy of various programs for adapter removal on a simulated set of
single-end aDNA reads. The number of sequences with no mismatches (top left), those
with a single mismatch (mm) to the original sequence (top right) and those with the
correct length (bottom) are presented. leeHom and AdaptorRemoval offer the most liberal
trimming while cutadapt is the most conservative.

For a set of 931,767 reads taken at random from the human genome, the number of
sequences that were trimmed was computed. The result reported in Table 3.1 show that
leeHom without a prior on the sequence length generates few false positives but using
a prior on the sequence length generates no false positives due to the low likelihood of
observing such short sequences.
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Although leeHom and AdaptorRemoval had the greatest robustness to sequencing
errors, upon measuring the number of false positives on simulated modern DNA reads,
leehom offered fewer false positives than AdaptorRemoval.

leeHom (prior) leeHom MergeTrimReads AdaptorRemoval cutadapt

0 102,964 359,103 164,744 25,553

Table 3.1: Number of false positives on a simulated set of 931,767 single-end modern
DNA reads. A false positive is defined as any trimmed read as the simulated insert size
(1000bp) should not yield any overlap with the adapters. As mentioned in figure 3.5,
cutadapt is the most conservative while other tools tend to trim more liberally. However,
cutadapt also has lower sensitivity at higher error rates for aDNA while leeHom offers
higher accuracy for aDNA reads while yielding fewer false positives than MergeTrimReads
and AdaptorRemoval.

3.4.3 Empirical sequencing data

On an empirical aDNA dataset of 10M paired-end reads from [89], the runtime as well
as the number of inferred sequences mapping back to the genome was computed (see
Table 3.2). Also, the number of sequences aligning with mapping quality of at least 30
was computed. Since an algorithm is unlikely to produce a sequence that aligns to the
human genome by chance and even more unlikely to align with high mapping quality, the
number of aligned sequences indicates the accuracy of the reconstruction. Both in terms
of runtime and accuracy, leeHom outperforms currently available programs.

Trivially, it should be noted that the use of any of these tools is an improvement over
aligning the raw sequences without any attempt at paired-end read merging since, out of
10M paired-end reads, only 1,506,567 (15.07%) reads align and among those, 1,338,397
(13.38%) have high mapping quality.

An assumption behind paired-end read merging for aDNA is the ability to cross-
correct using double observations of the sequenced bases and quality scores. To test this
hypothesis, the number of mismatches per aligned base was computed for both merged
sequences produced by leeHom and trimmed reads produced by cutadapt (see Table 3.3).
The number of mismatches per aligned nucleotide is lower in the merged reads produced
by leeHom thus indicating the gain in accuracy is due to cross-correction.
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leeHom ) leeHom MergeTrimReads AdaptorRemoval SeqPrep cutadapt
(+prior) (no prior) + FLASH

runtime (wallclock) 17m16s 16m51s 60m17s 27m37s 23m20s 4m32+5m37
runtime (CPU) 17m14s 16m49s 60m16s 28m16s 24m27s 6m00+5m15

Mapped 3,381,755 3,373,531 3,370,675 3,308,763 3,222,585 3,276,250
MQ30 2,814,558 2,806,692 2,803,915 2,758,884 2,743,703 2,744,661

Table 3.2: Runtime and accuracy for various adapter trimming and merging software packages. The runtime of different
algorithms for sequence reconstruction was evaluated along with the number of produced sequences aligning to the
human genome. In terms of aligned sequences both at minimum mapping quality 0 and 30, leeHom outperforms other
algorithms especially if a prior on the sequence length is used. Also in terms of runtime, leeHom compares favorably to
other programs. PEAR failed to run due to the amount of data even when increasing the amount of RAM (to 5GB).
The time reported for FLASH is the time for cutadapt to run for both forward and reverse reads and for FLASH to run.
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Approach mismatches aligned bases mismatches per 1000 bases

leeHom 1,130,159 218,746,206 5.17
cutadapt 2,326,041 410,027,512 5.67

Table 3.3: Mismatches per aligned base for various aDNA reconstruction strategies. The
number of mismatches and aligned bases for both merged sequences produced by leeHom
and reads trimmed by cutadapt. This table presents the raw number of aligned nucleotides
given that, for a given paired-end read, the merged sequenced produced by leeHom and
the trimmed sequence produced by cutadapt were aligned to the human genome. By
computing the number of mismatches per nucleotide, leeHom produces sequences that
have greater affinity to the human reference due to cross-correction in the reconstructed
sequence using the paired reads.

3.5 Conclusion

The tasks of stripping residual adapters and merging overlapping pairs are generally
separated. Results show that considering both at once in a single model increases the
number of sequences that can ultimately be mapped. Furthermore, the use of the prior
distribution can help the program to break the probabilistic tie between corner cases.
For instance, when a few bases of the adapters are seen, the decision to trim or not
depends heavily on the prior probability for the length distribution. For very short
aDNA molecules, trimming such bases might be beneficial whereas for longer molecules,
resolved bases might be needlessly removed. A Bayesian approach given the distribution
offers the possibility of a natural probabilistic transition from very short fragment size
to longer ones without the use of arbitrary cutoffs. A prior on the distribution should
therefore be used whenever there is data from the same library that provides information
about the size distribution of the library inserts. If no previous data on insert-size is
available, the default parameters should be used.

For other programs that use cutoffs to trim sequencing adapters and merge overlapping
portions of the reads, stricter cutoffs can be used for high quality datasets as this will
reduce the number of false positives. More liberal cutoffs should be used on datasets with
higher errors as this will allow more sequences to be retrieved. However, as mentioned
before, error rates vary between sequencing runs and often within a single sequencing
run. Adapting the thresholds for the detection of the adapters and the overlap within a
single sequencing run is generally infeasible. Probabilistic approaches obviate this need
by returning the most likely model given the data at hand. As shown in the results
section, this approach outperforms currently available algorithms especially at high error
rates.

Since adapters are often simply trimmed and the reads left unmodified during standard
processing, the value of merging overlapping parts for aDNA studies was evaluated. As
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shown in the results section, the cross-correcting effect of having observed the same
sequence twice reduces noise and mismatches to the reference.

leeHom can be used with a prior on the distribution of the molecule lengths. How-
ever, this information is not always available beforehand especially for newly sequenced
libraries. Ideally, the step of trimming adapters and merging overlapping parts should be
combined with mapping where the distribution of the original sequences could be empiri-
cally determined. Once sufficient confidence in the shape of the fragment size distribution
is obtained, this could be used as prior for both aDNA and modern samples as a stan-
dalone tool. Furthermore, substitution rates to remaining nucleotides have been assumed
to be equally likely which is empirically not the case [81]. More realistic substitution
probabilities could be incorporated in the model. Also, leeHom assumes that quality
scores are correlated positively with their observed error rate (see Chapter 2).

In summary, leeHom outperforms currently available algorithms for reconstruction
of aDNA sequences from reads both in terms of accuracy and speed. The Bayesian
MAP sequence reconstruction lowers error in aDNA, and other datasets with overlapping
paired-end reads, thus leading to more accurate alignments.
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Chapter 4

Maximum-likelihood

demultiplexing

This chapter presents deML, a maximum-likelihood demultiplexing algorithm.

4.1 Background

As of this writing, an Illumina HiSeq 2500 can produce approximately 3 billion clusters,
yielding a total of about 600G basepairs 1. While this high throughput is beneficial
for many applications, such as high-coverage whole genome sequencing, it may be eco-
nomically disadvantageous for the sequencing of small numbers of loci. For example,
sequencing a single mitochondrial genome, or a single amplification product will provide
unnecessarily high coverage [68, 78]. However, it is possible to sequence a large number
of samples in a single run by incorporating unique sequence indices for each sample [16].
In this strategy, referred to as multiplexing (see Section 1.1.2), each sample is assigned
a unique short sequence (typically 7 bp in length) which is ligated onto the sequencing
primer and sequenced along with the target DNA. Pooling multiple samples increases
efficiency and lowers the cost per base. Using the standard Illumina protocol up to 96
samples can be multiplexed using one index per sample. Recently, it has been proposed
that incorporating two indices into each read can provide a significant increase in the
maximum number of pooled samples in a single run, and lead to more accurate assign-
ment of reads to the sample of origin [54]. Such index sequences are usually designed
to maximize the nucleotide differences between all pairs of indices in order to achieve
accurate demultiplexing. Previous work has focused on the design of the indices per se
as the main mean to optimize the accuracy of sample assignment [10, 11, 34].

1http://www.illumina.com/systems/hiseq 2500 1500/performance specifications.ilmn accessed:
06/24/15
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Once sequencing is complete, reads must be assigned in silico to the sample of origin,
a process referred to as demultiplexing. The default demultiplexer provided by Illumina
in the CASAVA package allows for 0 or 1 mismatches to the user-supplied reference
indices. Different heuristics have been proposed to assign reads to their sample of origin
[15, 21, 23, 93]. Once of such heuristics is deindexer (https://github.com/ws6/deindexer)
which allows users to specify the number of mismatches they are willing to accept between
the sequenced indices and the original reference indices.

Although these methods perform well for sequencing reads with high quality, poor
demultiplexing remains a common reason for apparent low retrieval of sequences from a
multiplexed run. This commonly occurs when increased error rates - especially during
sequencing of the index - can lead to a higher number of mismatches thus hindering
assignment to the appropriate sample. It may also occur when cycles in the index fail
completely leading to unresolved bases in the index read. In the case of double indices,
it is not uncommon for an entire index to fail thus leaving a single index to be used
for demultiplexing. Indices are generally designed to maximize the pairwise distances
to avoid misassignments. However, poorly designed indices can sometimes be used thus
leading to a high probability of misassignment (i.e. a read is assigned to sampleX while
it truly came from sampleY).

Due to such issues, the subfield of next-generation sequencing needed an algorithm
that is:

• Able to quantify the confidence in the sample assignment

• Robust to poor resolution of the indices due to mismatches and missing cycles

• Able to handle a suboptimal set of index sequences

• Able to identify the reads for which the confidence in the assignment is high

4.2 Introduction

This chapter describes a novel maximum-likelihood approach called deML for demulti-
plexing samples based on the likelihood of assignment to a particular sample. A C++
implementation is available for free, licensed under the GPL and can be downloaded
from http://bioinf.eva.mpg.de/deml/. deML can run on aligned or unaligned BAM files
or FASTQ files [64, 13].

Briefly, deML computes the likelihood of a read to originate from each possible sample,
assigns reads to the most likely sample of origin and computes the overall confidence in
this assignment.
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The confidence score given to a sample assignment reflects the probability of misas-
signment. This allows users to quantify the uncertainty in sample assignment given the
observed indices. This approach can be used for demultiplexing sequences from any mul-
tiplexed sequence run, but is particularly useful for runs where the quality of the index
sequence is low. The algorithm is also valuable when the initial index list was poorly
designed as the assigned uncertainty also reflects the discriminative power of the selected
index set. Poorly designed index sequence sets will therefore result in a lower sample
assignment confidence.

The software was tested on a double-indexed Illumina MiSeq dataset of approximately
15M reads containing an estimated 2

3 human PCR product and the remaining third, PhiX
control sequence. Since there was a single PhiX sample, alignments to the PhiX and
human genome reference can be used to determine the sample of origin and misassignment
rates can be computed. There is a high correlation between the assignment quality
scores and the observed misclassification rates. As error rates cannot be purposefully
increased on Illumina sequencers, to evaluate how deML fares against heuristics that
use fixed mismatches such as CASAVA on problematic datasets, simulations were used.
Reads with perfect matches to a particular sample were taken and sequencing errors with
reflective quality scores were added to the indices at various rates. The percentage of
reads assigned back to the original sample was measured for both deML and a fixed
mismatch approach. The methodology is highly robust to increased error rates compared
to the default Illumina approach and allows the demultiplexing of a substantially greater
number of reads at high error rates.
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4.3 Methods

First, deML’s algorithm is presented (see Section 4.3.1) followed by details about the
sequencing test data (see Section 4.3.2).

4.3.1 Algorithm

DeML will compute the likelihood of assignment of a read to all potential samples of
origin, assign each read to the most likely sample, and compute the uncertainty of the
assignment.

If a run is double-indexed, with two indices of 7 basepairs each, there is a total of 14
nucleotides that were observed for the indices. Let I = i1, i2, ..., i14 be the bases for a
specific sample and R = r1, r2, ..., r14 be the two sequenced indices with their respective
quality scores Q = q1, q2, ..., q14. Let mi be a set of dummy variables which are equal to
1 if the corresponding bases between R and I match, or 0 otherwise. The likelihood of
having sequenced the index given that it originates from a given sample, referred to as
Z0, is given by:

Z0 = −10 · log10[
14
∏

i=1

mi · (1− 10
−qi
10 ) + (1−mi) · 10

−qi
10 ] (4.1)

The Z0 score is computed for each potential sample. Finally, the read is assigned
to the most likely sample of origin. It can occur that a read is equally likely to belong
to more than one sample. To quantify this uncertainty, the Z1 score models the prob-
ability of misassignment. Let M be the number of potential samples of origin and let
Z01 , Z02 , ..., Z0M be the likelihood scores for each sample. Let t be the sample with the
highest likelihood, the misassignment score is given by:

Z1 = −10 · log10[
∑

i∈(1..M)\t 10
−Z0i
10

∑

j∈(1..M) 10
−Z0j
10

] (4.2)

The overall algorithm can be described as follows:
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Data: Set of reads to demultiplex R, set of samples S
Result: Sample ID for each read with probability scores
foreach Read r ∈ R do

foreach Sample s ∈ S do
Compute: Z0 using equation 4.1 ;

end
Find sample ŝ with max. Z0 ;
Assign r to ŝ ;
Compute : Z1 using equation 4.2 ;

end

Algorithm 1: deML

In practice however, the likelihood of assignment to highly divergent indices will be neg-
ligible. Furthermore, their contribution to the sum in equation 4.2 will be equally neg-
ligible. To increase efficiency at an acceptable decrease in accuracy of the Z0 and Z1

scores, deML will only consider samples within a certain number of mismatches. The
next section describes how deML efficiently searches for all indices in the user-provided
list within a fixed maximal number of mismatches.

Sequence search

For a given observed sequenced index, deML needs to identify all possible index sequences
from a user supplied list within a given number of mismatches. To achieve this in a timely
fashion, deML builds a prefix tree of the user supplied indices which represent common
prefixes as common paths in the tree (see Figure 4.1). The height of a given node directly
indicates the position in the original index string.

An advantage of prefix trees is the ability to search with mismatches using recursive
calls in the data structure. The call is launched on the root using the string to be searched
and the tolerated number of mismatches. The recursive call is performed on the child
nodes where the number of tolerated mismatches is decreased by one when the letter
represented by the current node differs or, leaving the mismatch count as is otherwise.
The query sequence is shortened by one after each function call. The recursion ends when
the number of tolerated mismatches falls below zero or a leaf node is reached.

The overall prefix tree algorithm returns all possible indices within a fixed number
of tolerated mismatches for downstream computations. Once all the indices have been
identified, the likelihood of pertaining to each sample that has been detected is com-
puted. As mentioned before, upon computing the sample assignment quality Z1, the
number of tolerated mismatches can be set to be lesser than the length of the indices
as the contribution of the more divergent indices (edit distance exceeding the number of
tolerated mismatches) can be generally considered negligible. As the likelihood of per-
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taining to samples with low edit distance dwarfs the one to more divergent samples, their
contribution can often be safely overlooked.
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Figure 4.1: A prefix tree for the following sequences :
AGAAT,AGAGG,CATAC,CGCAG,GCATG,TACAC,TACAT. The common prefixes
become common paths in the tree.

It can happen however that the most likely sample based on the first index is not the
same as the most likely sample based on the second index. The next section describes
how to quantify the probability of mispairing.

Probability of mispairing

Due to shifting clusters or erroneous pairings of indices, in the case of double-indexed
runs, a certain cluster on the flowcell can have a first index pertaining to a given sample
and a second index belonging to another. In the Illumina sequencing technology, one of
two adapters is referred to as the p7 adapter and the other is the p5 adapter (see Section
1.1.2). Let rp7 = r1, r2, .., r7 and rp5 = r8, r9, .., r14 be the two sequenced indices for the
p7 and p5 adapters respectively. Let I7i and I5i be the sequences used for sample i

which are considered to be the template. The probability (P (rp7|I7i) of observing the
sequenced data rp7 given that I7i was the template can be computed the same way as the
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Z0 score but using only the 7 available nucleotides. To quantify the risk of mispairing,
the log odds ratio of the probability of mispairing to the sum of the probabilities for all
pairs is used:

Z2 = −10 · log10

∑

i 6=j

P (rp7|I7i) · P (rp5|I5j)
∑

i,j

P (rp7|I7i) · P (rp5|I5j)
(4.3)

However, the computation above is expensive. A potential way to speed it up is to
consider certain terms as being negligible. If the best hit for both P7 and P5 stems from
the same sample î. Let the second best hit be ĵ for each index. It can be assumed that
remaining pairs are insignificant compared to the probability of pertaining to these two
groups, equation 4.3 becomes:

Z2 ≈ −10 · log10
1

2
·
P (rp7|I7î) · P (rp5|I5ĵ) + P (rp7|I7ĵ) · P (rp5|I5î)

P (rp7|I7î) · P (rp5|I5î)
(4.4)

The scaling factor 1
2 is due to the use of two terms in the numerator.

If the best hit for both P7 and P5 does not come from the same sample but rather two
different ones, namely î and ĵ, equation 4.3 can be written as :

Z2 ≈ −10 · log10
2

1
·

P (rp7|I7î) · P (rp5|I5ĵ)
P (rp7|I7î) · P (rp5|I5î) + P (rp7|I7ĵ) · P (rp5|I5ĵ)

(4.5)

The approximation for Z2 from equations 4.4 and 4.5 is the one reported in practice by
the software.

4.3.2 Empirical test data

To evaluate the correctness of the sample assignment based on the indices, double-
indexed DNA libraries were produced from amplicons of a 245 bp region of chromosome
7 from 99 human samples and from PhiX DNA fragmented to 350 bp. More precisely,
a 245 bases long fragment was amplified from human iPS cells digested in QuickExtract
DNA Extraction Solution (epibio) using primers GGCTTAAGTCCTGCTGAGA and
AGATAAATATAGAATAAAGCTCATGA. Each 25 l PCR reaction contained Phusion
HF master mix (NEB) at 1X, each primer at 0.5 M, 0.024 l of template and the rest was
water. The mixture was heated to 98C for 30 seconds, followed by 25 cycles of 98C for
10 seconds, 56C for 10 seconds and 72C for 10 seconds. PhiX DNA was fragmented with
Covaris S2 with the 500 bases settings (duty cycle 5%; Intensity 3; cycle per burst 200;
time 80s) which gave a fragments that had a mod length of 580 bases as judged by a 2100
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Bioanalyzer (Agilent). Indexed Illumina libraries were prepared as described by [54] and
indices are given in Table A.4 in the Appendix.

Double-indexing is increasingly used in applications requiring extremely accurate read
assignment [54]. The reads were basecalled, demultiplexed using deML and mapped to
both the human genome and the PhiX genome. The mapping of the forward and reverse
reads indicates the sample of origin of the original cluster and were used to measure
demultiplexing misassignments rates.

Using simulations, the robustness of deML read assignments was evaluated for datasets
at various error rates. Indices with perfect matches to a known sample had sequencing
errors added to them at various rates using an error profile derived from an Illumina
MiSeq sequencing run. To provide a comparison to existing approaches with a variable
number of allowed mismatches but no likelihood score to measure the rate of misas-
signments, deindexer (https://github.com/ws6/deindexer) was installed and tested. The
number of sequences demultiplexed was computed for deML and for deindexer. The
number of sequences with 0 or 1 mismatches was also measured as the standard Illumina
demultiplexing approach (CASAVA) assigns sequences using this cutoff.

Accuracy of the quality scores for this dataset

DeML relies heavily on the base quality scores to compute the likelihood of pertaining to
a given sample for a given read. In theory, the base quality scores reflect the probability
of error and can therefore be used to accurately compute the probability of observing the
bases from the read given a certain sequence template. It is therefore important for quality
scores to accurately reflect the probability of error for a given base. The freeIbis basecaller
(see Chapter 2) was used using quality score calibration. While plotting the resulting
base quality scores against the observed error rate (see Figure 4.2), the ones predicted
by freeIbis show significant improvement in terms of correlation upon comparison with
the quality scores predicted by the default basecaller provided by the vendor, Bustard.
However, results show that this algorithm is also useful for Bustard basecalled data since
the correlation between the assigned confidence and observed false assignment rates as
well as the robustness to error also hold true for Bustard basecalled data (see Section
4.4.8).
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Figure 4.2: Quality scores for the MiSeq run described in this chapter. (a) The predicted
versus observed quality scores for the sequenced bases basecalled using freeIbis. Ideally,
the quality scores should follow the diagonal. (b) The distribution of the quality scores
using a standard density plot for each nucleotide. (c) The predicted versus observed
quality scores for the sequenced bases from the default basecaller. (d) The distribution
of the quality scores provided by the default Illumina basecaller.
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4.4 Results

The tally of how many reads map to the various targets is presented (see Section 4.4.1),
followed by the distribution of the Z0 and Z1 scores for correct and incorrect assignments
(see Section 4.4.2). The correlation of the Z1 score and the false assignment rate is pre-
sented (see Section 4.4.3). Whether using both Z0 and Z1 scores together yielded better
accuracy was evaluated (see Section 4.4.4) followed by deML’s robustness to sequencing
errors (see Section 4.4.5). Some results and discussion about discordant pairs (see Sec-
tion 4.4.6) and the presence of a background error rate (see Section 4.4.7) follow. Finally,
deML’s accuracy when, instead of using freeIbis (see Chapter 2) the default Illumina
basecalls are used, is presented (see Section 4.4.8).

4.4.1 Mapping statistics

The number of sequences for the empirical dataset mapping to the two reference genomes
was evaluated. As the two potential templates of the sequencing run were human genome
PCR product and PhiX controls, the fact that most reads map to either one of those
two regions is expected. Each pair of reads was analyzed. A read can fall within 4
categories: PCR region, PhiX, mapped to a region outside the targets and unmapped.
The tally (see Table 4.1) shows that most pairs are either both PCR product or both
PhiX. Furthermore, a very small number (413) of read pairs had a discordant mapping
for their forward and reverse reads where one mapped to the PCR product region and
the other pair mapped to the PhiX genome. The possibility that these reads could be
the result of shifting clusters is evaluated in section 4.4.6.
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position of position of number
first mate second mate

PCR product PCR product 8,070,867
PCR product PhiX 234
PCR product outside targets 56
PCR product unmapped 545,285

PhiX PCR product 179
PhiX PhiX 4,629,687
PhiX outside targets 14
PhiX unmapped 211,156

outside targets PCR product 11
outside targets PhiX 1
outside targets outside target 10,084
outside targets unmapped 24,496

unmapped PCR product 241,960
unmapped PhiX 66,132
unmapped outside targets 22,470
unmapped unmapped 1,368,465

Table 4.1: A tally for every possible combination of the forward and reverse read place-
ment for the Illumina MiSeq presented in this thesis,

4.4.2 Distribution of the Z0 and Z1 scores

Out of the total of 15,245,844 clusters that were detected in the test dataset, 8,070,867
clusters had both forward and reverse reads aligning to the human control region and
4,629,687 to the PhiX. Using the sample assignment provided by deML for the reads
mapping to the PhiX, the rate of false assignment was computed as a function of Z0

and Z1 scores. As expected, reads with a high likelihood of stemming from the PhiX
control (Z0) group and with a low likelihood of stemming from another sample (Z1) were
enriched for true assignments whereas misassignments were found at the other end of the
distribution (see Figure 4.3).

77



0 50 100 150 200

0
50

10
0

15
0

20
0

25
0

Distribution of Z0/Z1 for reads aligned to PhiX

Z0

Z
1

Demultiplexed as:

phiX avg for Z0: 6.3  Z1: 249.3
non−phiX avg. for Z0: 167.8  Z1: 50

Figure 4.3: Distribution of true assignments (green) and false assignments (red) to the
PhiX genome over their respective Z0 and Z1 score. The intensity of the color indicates
the density of the data points for the given category.

The distribution of the Z0 and Z1 scores for true and false positives was evaluated. For
reads aligning to the PhiX genome, it is assumed that reads demultiplexed as control are
unequivocally true assignments, and human PCR samples are false assignments. For the
Z0 score (see Figure 4.4a), the majority of true assignments (green) have a high probability
of pertaining to the sample to which they were assigned. False assignments (red) have on
average a much lower probability of pertaining to the sample of origin as shown by the
higher Z0 score. The density of Z1 score, the probability of pertaining to another sample
than the most likely one, was also plotted (see Figure 4.4b). True assignments (green)
have a lower probability of misassignment compared to actual misassignments (red).
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Figure 4.4: a) Distribution of the Z0 score for reads aligning for the PhiX genome for
reads either demultiplexed as control (green) or as human samples (red) b) Distribution
for the same reads but for the Z1 score.

4.4.3 Z1 scores versus false assignment rates

As Z1 measures the probability of misassignment on a PHRED scale given the potential
index sequence set, the relationship between the misassignment rate on a log scale and
the Z1 score should be linear. For reads where both mates aligned to the PhiX, the
misassignment rate was computed by considering any read pair not assigned by deML to
the PhiX as a mislabeling. Since Z1 can take many discrete values, the misassignment
rate was plotted for multiple bins of Z1 (see Figure 4.5).
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Figure 4.5: Correlation between the Z1 score for reads aligned to the PhiX genome and
the observed misassignment rate. Error bars were obtained using Wilson score intervals.

4.4.4 Predictive power of combined scores

To evaluate whether having both Z0 and Z1 scores has better predictive power than
solely using a single one, a logistic regression was performed using each score individually
and both at once. Using the PhiX data presented in Figure 4.5, positive and negative
assignments were used as labels and the Z0 and Z1 scores were used as potential predic-
tive values. The classification was performed using a logistic regression using the glm()
function in R version 3.0.1. For all 3 set (Z0, Z1 and Z0, Z1 combined), the number of
misclassifications was computed. The lowest number of misclassifications was obtained
using both scores in conjunction (see Table 4.2).
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predictor misclassification out of 84,178

Z0 1,751
Z1 1,628
Z0 and Z1 1,606

Table 4.2: Predictive value of the Z0, Z1 and both scores used in conjunction to classify
correct assignments from misassignments using the data presented in Figure 4.5

4.4.5 Robustness to sequencing errors

To evaluate the robustness of the demultiplexing to increased error rates, reads with
perfect matches to an index sequence from the initial list were taken from the original
set and mismatches were added using an Illumina error profile. This profile contains
sequencer-specific nucleotide substitutions along with quality scores for those. The num-
ber of sequences with perfect, 1 mismatch and 2 or more mismatches to the original indices
is presented. DeML retrieves more sequences and achieves a lower false discovery rate
than currently available approaches (see Table 4.3 and Table A.5 in the Appendix). At
higher error rates, the number of demultiplexed reads from the default software provided
by the vendor decreases substantially as sequences with 1 mismatch or less are usually
the only ones identified by the said software. The robustness of deML compared to a
fixed-mismatch approach to increased simulated error rates was also plotted. The limits
of heuristics using fixed-mismatches like CASAVA are plotted in Figure 4.6a. After a cer-
tain error rate, the number of sequences with either 0 or 1 mismatch decreases. However,
results show that deML can confidently assign sequences even at very high error rates
(see Figure 4.6b).

In conclusion, deML shows greater robustness to increased error rates while keeping
a misassignment rate under 0.5% even at very high error rates for sequences meeting the
default thresholds.
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error deML deindexer CASAVA
per TP FP FDR TP FP FDR 0 mm 1 mm
base

0.002408 12,374,119 1 0.00% 12,372,007 0 0.00% 11,962,540 405,318
0.101145 11,898,460 205 0.00% 9,784,321 146 0.00% 2,783,384 4,381,588
0.196708 9,779,898 2,761 0.03% 5,659,886 1,683 0.03% 577,456 1,978,848

Table 4.3: Number of sequences demultiplexed by deML and deindexer in terms of true
positives (TP), false positives (FP) and false discovery rate (FDR) for 12,374,149 se-
quences. The leftmost column represents the average error rate per-base after simulated
sequencing errors were added. The remaining columns present the number that could be
identified using an approach allowing 1 mismatch (such as CASAVA).

Figure 4.6: a) The edit distance of the simulated indices to the original index sequence
as a function of the simulated edit distance to the original indices. This graph indicates
the limits of heuristics using fixed-mismatches like CASAVA. b) For the same dataset,
the number of sequences correctly assigned to the original sample for both the ones that
passed quality threshold and those that did not. The number of incorrect assignments is
also reported for both categories.
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4.4.6 Discordant pairs

As mentioned in section 4.4.1, a small number (413) of read pairs exhibited unexpected
mapping patterns (e.g. first mate mapping to PhiX and second one mapping to the PCR
region). For those 413 clusters, the possibility that they might have been generated by
shifting clusters was tested. These clusters should therefore have a high probability of
error. For a read of length L and where ql is the PHRED quality score for the base at
position l, the expected number of mismatches to the reference is computed using the
following expression:

∑L
l=1 10

−ql
10

L
(4.6)

as previously defined in section 1.2.3. The expected number of mismatches for this subset
was calculated to be 3.01 mismatches per 100 bases. To assess whether this number is
higher in a statistically significant way, 10,000 subsets of 413 clusters were selected at
random from the initial BAM file. The distribution of the expected number of mismatches
for those randomized subsets were plotted (see Figure 4.7) against the same number of
these discordant pairs. The expected number of mismatches is higher than any of the
random subsets (p<0.0001).
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Figure 4.7: The expected number of mismatches for the 413 discordant pairs (e.g. one
mate mapping to the PCR human target, the other mapping to the PhiX genome) is
represented as a black arrow. The distribution of the expected number of mismatches for
10,000 subsets of 413 pairs taken at random is represented in red.

4.4.7 Background error rate

As mentioned in the discussion, if only clusters with a high probability of pertaining to
their respective sample (Z0 = 0) are considered, where both pairs map to the PhiX, the
overwhelming majority were demultiplexed as PhiX. However, there were 9 clusters (18
sequences in total) which were assigned to the human PCR region samples. In theory,
such sequences with indices matching perfectly the ones from samples pertaining to PCR
regions yet where the forward and reverse read map to the PhiX control should not exist.
To investigate whether mixed clusters could have produced such sequences, the expected
number of mismatches for those 18 sequences was computed. The same quantity was
computed for 10,000 independently sampled subsets of 18 sequences for the entire dataset.
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A comparison reveals that those sequences do not have an expected number of mismatches
above those of the background (see Figure 4.8) thus making the mixed cluster hypothesis
unlikely.
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Figure 4.8: The distribution of the expected number of mismatches for 10,000 sets of 18
randomly chosen sequences mapping to the PhiX genome with Z0 = 0 (red line) versus
the ones not demultiplexed as PhiX but as human PCR region (black arrow).

4.4.8 Demultiplexing with default quality scores

For the MiSeq run used in this thesis, predicted quality scores produced by Bustard
(the default Illumina basecaller, see Section 1.1.2) do not have a perfect correlation to
their observed ones. Some groups rectify this discrepancy after basecalling using the
Genome Analysis Toolkit (GATK) however, this is not feasible for index sequences (see
[74] and section 2.1.3). As deML relies on quality scores, whether the algorithm would
work equally well for sequence data produced by the default Illumina basecaller was
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evaluated. More precisely, the correlation between the false assignment rate and the Z0

and the Z1 scores was evaluated. The same data was demultiplexed but instead of the
freeIbis basecalls, the default Illumina basecalls were used. The distribution of the false
assignments versus true ones were plotted (see Figure 4.9). Furthermore, the correlation
between the misassignment rate and the Z1 score was also measured (see Figure 4.10). In
both cases, the correlation between both scores and the false assignment rate holds. This
is a likely consequence of the fact that quality scores produced by Bustard, albeit not
having a perfect correlation to their observed error rates, offer a reasonable approximation
for the most part (quality scores between 30 and 40). Similarly to freeIbis, the quality
scores at the lower end of the distribution (less than 20 on the PHRED scale) do not
seem to correspond to their observed error rate. As a consequence, the first data point
in Figure 4.10 does not seem to follow well the predicted linear relationship.

Whether deML would provide the same robustness for the data with simulated error
rates with Bustard quality scores was also tested. In an approach identical to the one
used for the freeIbis basecalled dataset, mismatches in the indices were added at various
rates. The substitutions and quality scores for the mismatching bases were added using a
Bustard error profile obtained from control sequences aligned to the PhiX. The number of
sequences that could be demultiplexed by deML greatly exceeds the retrievable number
of sequences using the default strategy of allowing 1 mismatch, especially at high error
rates (see Figure 4.11). Similarly to results obtained on the data basecalled using freeIbis
presented in Table A.5 in the Appendix, at the highest error rate, this set also had a
low number of false assignments (8,469 sequences) out of those that passed the default
quality thresholds (2,605,363 sequences) for a maximal observed false assignment rate of
0.33%.
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Figure 4.9: Distribution of true assignments (green) and false assignments (red) to the
PhiX genome over their respective Z0 and Z1 score for reads from the Bustard basecaller.
Like Figure 4.3, the intensity of the color indicates the density of the data points for the
given category.

87



0 50 100 150 200 250 300

Observed misassignment rate with
respect to binned Z1 score

Z1 score per bin

O
bs

er
ve

d 
m

is
as

si
gn

m
en

t  
ra

te
 (

lo
g 

sc
al

e)

1/
1

1/
10

0
1/

10
,0

00
1/

1,
00

0,
00

0

Figure 4.10: Correlation between the Z1 score for reads aligned to the PhiX genome and
the observed misassignment rate on a log scale for the Bustard basecalled reads. Like
Figure 4.5, the line is a linear regression on all but the first data points. The size of the
bins are the same as the ones used for Figure 4.5 except that no false assignments were
seen for this dataset for a Z1 score above 200 hence no data point was reported.
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b)

Figure 4.11: a) The edit distance of the simulated indices to the original index sequence
as a function of the simulated edit distance to the original indices for Bustard basecalled
data. This graph indicates the limits of heuristics using fixed-mismatches like CASAVA.
b) For the same dataset, the number of sequences correctly assigned to the original sample
for both the ones that passed quality threshold and those that did not. The number of
incorrect assignments is also reported for both categories.

4.5 Conclusion

DeML is a maximum-likelihood approach that assigns each read from a multiplexed se-
quencing run to the most likely sample of origin and computes the confidence in this
assignment using the likelihood of assignment to other possible samples. This confidence
correlates positively with the rate of correct assignment.

DeML offers the possibility of demultiplexing problematic datasets and can confidently
retrieve more sequences than the default Illumina pipeline for such sequencing runs. Such
an approach allows users to specify the tolerated level of confidence for read assignment
depending on the type of biological question being addressed.
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Chapter 5

Endogenous genome inference and

contamination estimates

This chapter introduces schmutzi, a MAP algorithm aimed at reconstructing the endoge-
nous mitochondrial genome and estimating present-day human contamination for ancient
human samples.

5.1 Background

When sequencing the mitochondrial genome of an archaic sample for which a reference
genome is available, one crucial task is to determine the differences between the sample
and the reference. Theses differences can either be single nucleotide substitutions or
insertions/deletions. When analyzing data from ancient humans, the contribution from
contaminating fragments from present-day humans can cause miscalls. The proportion
of such fragments in the entire dataset should also be quantified.

This subsection discusses current methodology for two critical tasks in the analy-
sis of mitochondrial data from archaic genomes: inferring the endogenous genome and
quantifying present-day human contamination.

5.1.1 Endogenous genome inference

Previous approaches to reconstructing ancient mitochondrial genomes include the map-
ping iterative assembler (MIA) which iteratively calls a consensus from the DNA frag-
ments [44]. When contamination is high (e.g. >30%), calling the consensus sequence of
the endogenous mitochondrial genome without removing contaminant fragments is likely
to result in an incorrect sequence (see Figure 5.1). Because ancient endogenous DNA
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is more likely to be deaminated than the contaminant DNA from present-day humans
[102], some studies have restricted the analyses to fragments carrying deaminated cy-
tosines [76, 106]. However, using only deaminated fragments reduces the amount of data
available for many ancient samples.

Mitochondrial genome reference: 
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Figure 5.1: Schematic illustration of mitochondrial sequences from an ancient DNA li-
brary. When DNA from an ancient human sample is sequenced, DNA from the ancient
human (“endogenous fragments” represented in green) as well as contaminant DNA frag-
ments from the individuals that have handled the bone (“contaminating fragments” repre-
sented in red) are included. Because DNA undergoes deamination over time, endogenous
fragments are likely to carry deaminated cytosines (represented as blue ‘T’s), particularly
near the ends of the DNA fragments. schmutzi first identifies the endogenous fragments
and, in a second step, uses these to quantify contamination. These steps are repeated
until convergence is achieved and a single mitochondrial genome is identified.

5.1.2 Contamination estimates

Due to these issues, research groups have generally prioritized samples with low levels
of present-day human contamination. To date, methods to quantify present-day human
mitochondrial contamination have relied on the presence of fixed differences between the
mitochondrial genomes of archaic and modern humans [43, 89]. This works well when an-
alyzing the genomes of Neanderthals and Denisovans, but early modern human genomes
typically carry too few fixed differences to permit a robust estimate of contamination. For
early modern humans, various groups have therefore relied on sites in the ancient sample
that differ from a large dataset of present-day human mitochondrial sequences [83]. Ad-
ditionally, a maximum-likelihood approach which co-estimates sequencing error rates and
contamination has been applied to sequences originating from both early modern humans
and archaic humans [36]. Albeit not widely available for download, an implementation
in R of this approach, called contamMix, has been distributed via email upon request by
its author. Deamination patterns have also been used to estimate contamination from
present-day humans in mitochondrial DNA [76]. Software tools are available to measure
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overall deamination [47], to isolate deaminated fragments [106] and to perform nuclear
contamination estimates based on the X-chromosome [58]. However, there is currently no
software for estimating mitochondrial contamination, which has been thoroughly tested
to ascertain its accuracy, available for download for the aDNA research community.

5.2 Introduction

To address the issues defined in 5.1, “schmutzi”, a MAP approach was developed to assem-
ble the endogenous mitochondrial genome while simultaneously estimating present-day
human mitochondrial contamination in archaic and early modern human aDNA datasets.
The approach to determine the endogenous mitochondrial genome sequence relies on dis-
tinguishing the endogenous and the contaminant nucleotides, given a prior on: contami-
nation, deamination frequency and distribution of the length of the fragments. Contam-
ination is estimated using single nucleotide differences between the endogenous mtDNA
sequence and a database of potential contaminant mitochondrial genomes. The consensus
calling and contamination estimation are run iteratively until a stable contamination rate
estimate is reached.

schmutzi was tested on both simulated and empirical data. Results show that schmutzi
outperforms currently available methods in terms of accuracy of the endogenous call and
contamination estimate, particularly at high levels of contamination. An open-source
implementation of schmutzi in C++ is released under the GPLv3.0 and is freely available
together with the test datasets that were used from http://bioinfo.eva.mpg.de/schmutzi.
On a desktop computer, schmutzi requires between 1 and 3 hours to reach convergence
for approximately 1M fragments aligned to the mitochondrial reference genome. Faster
runtimes (˜ 30 minutes) can be achieved using multi-core systems.
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5.3 Methods

The input for schmutzi is a set of aligned fragments ideally produced by freeIbis (see
Chapter 2) followed by leeHom (see Chapter 3). Some recommendations regarding the
alignment of aDNA fragments to the mitochondrial reference (see 5.3.1) are presented.
The description of schmutzi’s overall algorithm follows (see Section 5.3.2). More specifi-
cally, the contamination estimate based on deamination patterns is presented (see Section
5.3.3), followed by the algorithm for endogenous consensus calling (see Section 5.3.4). The
algorithm for contamination estimates based on the differences between the predicted en-
dogenous genome and a database of putative contaminants is then presented (see Section
5.3.5). A description of a previously published maximum-likelihood method follows (see
Section 5.3.6). Observations about differences between the length of endogenous and
contaminant fragments are then presented (see Section 5.3.7). A section discusses the
database of putative mitochondrial contaminants (see Section 5.3.8). Finally, a descrip-
tion of the empirical test data used is presented (see Section 5.3.9).

5.3.1 Mitochondrial mapping strategies

This section presents recommendations when alignment aDNA to a mitochondrial genome
reference. More specifically, this section covers the inclusion of the circularity of the
mitochondrial genome (see Section 5.3.1.1) and the sensitivity of the aligner to highly
divergent loci on the mitochondrial genome (see Section 5.3.1.2).

5.3.1.1 Handling circular references

Prior to running schmutzi, all fragments from both the contaminant and endogenous
genomes must be aligned to a reference genome.

Most aligners for NGS data do not allow for circular reference genomes leading to
spurious drops of coverage around the ends. To circumvent this, the first 1000 basepairs
of the mitochondrial reference can be appended at the end and used as new reference. A
script 1 folds alignments spanning the end of the mitochondrion back to the beginning of
the reference.

To illustrate the corrective effect on coverage, a set of 1M fragments of 100 bp from the
revised Cambridge Reference Sequence (rCRS) mitochondrion (GenBank: NC 012920)
were simulated. Random coordinates were simulated using a uniform distribution and
fragments were allowed to span the sequence junction as to reflect circularity.

Fragments were simulated using in-house programs 2. The fragments were aligned
to the default reference using BWA v0.5.10[63]. In a separate set, the fragments were

1https://github.com/udo-stenzel/biohazard/
2https://github.com/grenaud/simulateAncientDNA
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aligned to the extended reference genome and fragments spanning the junction of the
genome were folded back.

Figure 5.2 shows the coverage for the first and last bases of the mitochondrial reference.
The advantage of accounting for circularity in mapping is seen by the more even coverage,
compared to the alignment to the standard reference genome.
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Figure 5.2: Coverage for the first 400 bases of the mitochondrial genome (top) and last
400 bases (bottom) for simulated short fragments from the rCRS reference. Without
accounting for circularity (left) an artificial drop of coverage can be seen. However, if
circularity is taken into account (right), the end of the sequence in the reference file does
not influence coverage.
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5.3.1.2 Mapping sensitivity

The lack of sensitivity of the aligner for highly divergent loci can create a bias towards
having a greater proportion of contaminant fragments aligning than the average across
the mitochondrial genome (see Figure 5.3). This is particularly true for highly diver-
gent samples like the Denisovan mitochondrion3 [59]. To illustrate this, fragments from
the Denisovan mitochondrial genome were simulated. Its divergence against the human
genome was plotted (see Figure 5.4). The regions of the mitochondrial genome with the
highest divergence can be found around the displacement loop (D-loop) [2].

genomic pos. 
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endogenous 

coverage: 

contaminant 

coverage: 

Figure 5.3: Schema of the effect of using a low sensitivity aligner to the human mi-
tochondrial reference in regions of high divergence. The endogenous ancient DNA has
higher divergence to the reference than the contaminant creating the possibility that the
endogenous fragments will not align due to a higher edit distance. Although the dis-
tribution of the fragments will be representative of the contamination rate in regions of
low divergence, contaminant fragments may overtake endogenous ones in regions of high
divergence. A paucity of endogenous fragments could lead to an inability to call certain
regions and an overestimate of the contamination rate.

3GenBank: FN673705.1
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Figure 5.4: Divergence of the Denisovan mitochondrial genome when aligned to the human
reference for windows of 150 basepairs. The most divergent portions of the genome are
found in the vicinity of the D-loop.

To evaluate how currently used aligners would handle such a bias, aDNA fragments
from the Denisovan mitochondrial genome were simulated again using the strategy de-
scribed in the subsection above. The simulated length of the fragments was taken from
empirical distributions (see Section 5.3.7). Deamination rates were added using the deam-
ination rates from the single-stranded libraries from [60]. Sequencing errors were added
along with representative quality scores using empirical rates obtained using Illumina
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reads of PhiX control (see Section 3.4.2). The fragments were aligned to the extended
human mitochondrial reference using both BWA v0.5.10 (with “-n 0.01 -o 2 -l 16500”,
optimized for increased sensitivity for ancient DNA [103]) and SHRIMP v2.2.3[20] (“-N 5
-o 1 –single-best-mapping –sam-unaligned –fastq –sam –qv-offset 33”). Again, fragments
spanning the junction of the genome were wrapped back at the beginning. The impact
of the mapping algorithm used on coverage for the endogenous and contamination is pre-
sented in Figure 5.5 which shows the correlation between divergence and coverage. When
using BWA, even with parameters tailored for aDNA, a lesser number of fragments align
to highly divergent loci. SHRIMP, a more sensitive aligner (see [100]) seems more robust
to highly divergent loci. To avoid coverage biases between endogenous and exogenous
material, a sensitive aligner is required to accurately quantify contamination.
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Figure 5.5: Effect of Denisovan mitochondrial divergence on coverage depending on the
aligner. Certain mitochondrial loci of the Denisovan mitochondrial genome are highly
divergent to the human reference. The coverage per region is presented both for simu-
lated endogenous fragments from the Denisovan (left) and contaminant fragments (right).
BWA (red) performs well at low divergence. At high levels of divergence, the fraction of
the contaminant and endogenous fragments that align will not follow the average over the
entire genome thus potentially leading to overestimates of contamination rates. SHRIMP
(blue) has greater sensitivity to higher divergence and therefore this effect is less promi-
nent.
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5.3.2 Overview of schmutzi’s algorithm

Schmutzi, iteratively calls (i) the endogenous mitochondrial consensus sequence and (ii)
a contamination estimate, until a stable contamination rate is reached using two linked
software programs: “endoCaller” and “mtCont” (see Figure 5.6).

The input for the consensus caller is: a set of fragments generated from the se-
quencing of an ancient DNA sample and aligned to a mitochondrial genome reference, a
contamination prior and deamination rates of the potentially endogenous and potentially
contaminating DNA fragments. The deamination rates and the prior for contamination
are obtained from “contDeam”, a sub-program of the schmutzi package (see Figure 5.6).
This is an implementation of the methodology described in previous studies [76], but in-
corporates some additional information including base quality and mapping quality into a
Bayesian framework. An underlying assumption is that the base qualities are reasonably
representative of the sequencing error probability (see Chapter 2). The inputs for the con-
tamination estimator “mtCont” are the same set of aligned fragments, the endogenous
consensus sequence and a database of potential contaminant mitochondrial genomes.
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mtCont 
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Figure 5.6: schmutzi’s workflow. An initial contamination estimate is computed using the
deamination rates of fragments by conditioning on the other end being deaminated and
comparing these to the deamination rate of all fragments in the dataset (contDeam). This
prior is provided to call an endogenous consensus (endoCaller). The consensus call is,
in turn, used to re-estimate mitochondrial contamination (mtCont). Deamination rates
and fragment length distributions are measured for fragments that support endogenous
and contaminant mitochondrial genomes (splitEndo). The information from mtCont and
splitEndo are used as input for re-calling the endogenous consensus (endoCaller). This
cycle is repeated until a stable contamination rate is reached.

5.3.2.1 Simulated and empirical test data

The performance of schmutzi on simulated and empirical mitochondrial sequence data
from both archaic humans and early modern humans was tested. Simulated mtDNA
datasets with increasing levels of contamination were created by fragmenting and deami-
nating the mitochondrial genome sequences of a Denisovan (GenBank: FN673705.1) [77],
a Neanderthal (GenBank: AM948965.1) [89] and an early modern human (Ust’-Ishim
individual [35]) and adding increasing amounts of contamination from a single, randomly-
selected present-day human mitochondrial genome (GenBank: KJ446110.1). Empirical
deamination rates were used, more specifically, the data prepared using a double-stranded
library preparation protocol (C → T at the 5’ end and G → A at the 3’ end, rates from
[83]). The simulations were repeated by adding deamination rates from empirical data
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prepared using a single-stranded library protocol (C → T at both ends, rates from [60]).

The empirical data included Illumina sequences from the same three ancient individu-
als as well as sequence data for two additional Neanderthal individuals from Mezmaiskaya
[38] which were selected because of the high rate of present-day human contamination
present in the sequencing libraries [89] (see Section 5.3.9 for greater detail about the
empirical datasets).

The accuracy of the consensus sequence called by schmutzi was compared to the con-
sensus sequences generated using a set of typical approaches that have been described
in the literature: (i) MIA [44], (ii) PMDTools to identify deaminated reads followed
by a haploid consensus call using htslib [106] and (iii) samtools mpileup4 after remov-
ing deaminated reads [76]. Schmutzi’s contamination estimates was also compared to the
known contamination in the simulated sequence data, to the estimates based on diagnostic
sites for the empirical data, and to the estimates obtained from the maximum-likelihood
approach described in [35, 36]. This is currently the only published method that can
estimate mitochondrial contamination for both early modern humans and archaic hu-
mans. In order to assess the robustness of schmutzi to varying coverage, fragments were
downsampled from 1% to 50% of the data using a uniform probability distribution.

Firstly, how a reasonable contamination prior can be obtained using deamination
patterns is presented. Details of the algorithm behind the endogenous consensus caller
are then provided. Finally, how the contamination is estimated using the output of the
endogenous consensus caller is shown.

5.3.3 Determining a contamination prior using deamination patterns

The first iteration of the endogenous genome inference needs a contamination prior that
is ideally a reasonable approximation of the actual contamination rate. This first con-
tamination estimate is computed by “contDeam” (see schematic in Figure 5.6). This
program computes the likelihood of observing the aDNA fragments aligned to the ref-
erence genome given fixed endogenous deamination patterns and a prior on the rate of
present-day human contamination. It then returns the contamination rate with the high-
est posterior probability. This contamination rate is the most likely value needed to
explain the difference between deamination rates for fragments identified as endogenous
and overall deamination rates for all the fragments of the entire dataset. An assumption
is that only the endogenous DNA has the deamination patterns typical of ancient DNA
and that contaminant fragments are not deaminated and will therefore only reduce over-
all deamination rates. Previous studies suggest that deamination is rare in contaminants
younger than about 100 years old [102]. Having deaminated contaminant fragments may
lead to underestimates. The extent of the potential underestimate is discussed at the end
of this section.

4https://github.com/samtools/htslib

102



CHAPTER 5. CONTAMINATION ESTIMATES

To identify the endogenous fragments and derive their deamination rate, there are two
possible approaches. The first involves the separation of the endogenous and contami-
nant fragments using diagnostic positions on the mitochondrial genome. This is relatively
straightforward when dealing with Neanderthal or Denisovan individuals, as their mito-
chondrial genome sequences fall outside of present-day human variation [42, 59]. For
instance, there are 111 diagnostic positions on the mitochondrial genome sequence, at
which 7 Neanderthals share the same base, which differs from 20 present-day humans.

However, when the endogenous sample is an early modern human and falls within
present-day human variation, this approach lacks power due to the rarity of such diag-
nostic sites. A second strategy takes advantage of the observation that deamination at
the 5’ end of the fragment is independent of the deamination occurring at the 3’ end
and vice-versa. By conditioning on observing deamination at one end and measuring
the rates of deamination at the other, an estimate of the deamination rates of the en-
dogenous fragments can be obtained [76]. This second strategy requires an endogenous
base to measure rates of deamination. The mitochondrial reference sequence is therefore
used as the endogenous template. This assumption yields accurate results even for the
highly divergent Denisovan mitochondrial genome. The contamination prior estimated
by schmutzi uses this second approach by default. The estimate of endogenous deam-
ination rate is calculated only once, when launching “contDeam”. The contamination
estimate obtained by “contDeam” is subsequently used as contamination prior for the
first iteration (see Figure 5.6).

Let R be the set of all fragments and Rj ∈ R be a particular aligned fragment of
length l. The probability of observing this particular alignment to the reference genome
is computed given two models: i) the null model where any divergence to the reference can
be solely explained by sequencing error or ii) the deaminated model: where deamination
and sequencing errors could have given rise to this particular alignment to the reference.
For fragment Rj , let {r1, ..., rl} be the individuals nucleotides and their respective error
probabilities {ǫ1, ..., ǫl}, both of which are provided by the basecaller. Let E denote the
event that a sequencing error has occurred, D the event that deamination has occurred
and let ′ denote the complement of event (i.e. event has not occurred).

The likelihood of observing the base ri ∈ Rj , aligned to the reference nucleotide n, is
computed by assuming that nucleotide n was the endogenous template. The likelihood
of observing ri under the null model, denoted Pn(ri), is computed by taking into account
two events, either a sequencing error has occurred or it has not:

Pn(ri) =

{

(1− ǫi) · P (n → ri|E′) if n = ri

ǫi · P (n → ri|E) if n 6= ri
(5.1)

where P (n → ri|E′) is the probability that ri is observed if n was the template. This
quantity is 1 as both nucleotides are identical. The other term, P (n → ri|E), is the
probability of a substitution from nucleotide n to ri given sequencing error. This term is
approximately equal to 1

3 but empirical substitution rates are used (see next subsection
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on page 107 for details). Under the deaminated model, the probability of seeing base ri
(given the template n) denoted Pd(ri) is:

Pd(ri) =































(1− ǫi) · P (n → ri|D′ ∩ E′) if n = ri

(1− ǫi) · P (n → ri|D)

+ if n 6= ri

ǫi · P (n → ri|E)

(5.2)

as three events need to be taken into account: i) D′ ∩ E′: absence of both sequencing
error and deamination (if n = ri) ii) D: either deamination or iii) E: error occurred
and n 6= ri. The probability of observing the data given that both deamination and a
sequencing error have occurred (D∩E) is currently ignored as it is very unlikely compared
to the scenarios mentioned above. The probability of observing a substitution n → ri
given deamination (P (n → ri|D)) is computed using the endogenous deamination rates
that were described earlier. The term P (n → ri|D′ ∩ E′) is the probability that base
ri remains as is. This probability is obtained by subtracting from 1, the deamination
probability of the remaining bases. For instance, if a given base has a deamination rate
of 0.3, the probability that the base remains as is, given the absence of sequencing error,
is 0.7.

Let C be the event that the fragment Rj was sampled from a contaminant mitochon-
drial genome and C′ be the event that it was sampled from the endogenous genome. A
likelihood ratio of the null and deaminated models is computed, which is used to quantify
P (Rj |C′): the probability that fragment Rj was sampled from the endogenous mitochon-
drial genome. Assuming that every nucleotide ri represents an independent observation,
this likelihood ratio becomes:

P (Rj |C′) =
∏

ri∈Rj
Pd(ri)

∏

ri∈Rj
Pn(ri) +

∏

ri∈Rj
Pd(ri)

(5.3)

and P (Rj |C) is simply 1 − P (Rj |C′). The overall probability of observing fragment Rj

given its alignment to the reference is computed here. There are two events that could
have occurred, either the fragment was sampled from the contaminant with probability
denoted crdeam or it was sampled from the endogenous genome with probability 1−crdeam .
Using equation 5.3, the probability of observing Rj for a given contamination rate crdeam ,
denoted Pcontdeam(Rj |crdeam), is obtained by computing the following expression:

(1− crdeam) · P (Rj|C′) + crdeam · P (Rj |C) (5.4)

The probability of observing all the fragments in set R, assuming the reference as the
template and the endogenous deamination rates that were initially computed, for a given
contamination rate crdeam is given by assuming that each fragment is an independent
observation:

Pcontdeam(R|crdeam) =
∏

Ri∈R
Pcontdeam(Ri|crdeam) (5.5)
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Finally, the posterior probability of the contamination rate is given by omitting the
probability term for the data (P(R)), as it is independent of the contamination rate, and
using a uniform prior for the contamination rate:

Pcontdeam(crdeam |R) ∝ Pcontdeam(R|crdeam) (5.6)

The contamination rate ˆcrdeam with the highest posterior probability is then produced:

ˆcrdeam = argmaxPcontdeam(crdeam |R) (5.7)

The overall algorithm can be described using the following pseudocode:

Data: Set of aDNA fragments R
Result: Most likely contamination rate ˆcrdeam
Compute endogenous deamination rates ;
foreach crdeam ∈ 0..1 do

Compute: Posterior probability Pcontdeam(crdeam |R) given fixed endogenous
deamination rates, using equation 5.6 ;

end
Find contamination rate ˆcrdeam with maximum Pcontdeam(crdeam |R) ;

Algorithm 2: contDeam

One advantage of this approach is that it does not require the computation of the en-
dogenous consensus. However, it also does not allow the user to identify the source of the
contamination. Furthermore, it may underestimate contamination if the contaminant is
deaminated (see Section 5.4.2.1.3 in the Results). The assumption that the mitochondrial
genome reference sequence is the template does not seem to influence the final contamina-
tion estimate even for the highly divergent Denisovan mitochondrial genome (see Section
5.4.2.1 of the Results).

5.3.4 Mitochondrial consensus call

The first step of the iterative process is to call an initial consensus of the endogenous mito-
chondrial genome from mtDNA fragments aligned to a mitochondrial reference sequence
(“endoCaller” in Figure 5.6).

The consensus call relies on computing the probability of observing the aligned aDNA
data for a particular pair of endogenous and contaminant nucleotides at a specific site,
given a fixed contamination prior and fixed deamination patterns. The endogenous con-
sensus caller seeks to identify the pair of endogenous and contamination nucleotides with
the highest posterior probability given the aligned aDNA fragments. Insertion/deletions
at a given position are also considered. It is assumed that at any position there is a single
nucleotide from the present-day human contaminant.

For a given position in the mitochondrial reference sequence, assuming a single con-
taminant, there are two bases to infer, be and bc for the endogenous and contaminant
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genome, respectively. Let R be the set of all fragments and Rj ∈ R be a fragment of
length l that overlaps the position. Let {r1, ..., rl} be the individual nucleotides of the
fragment Rj , as identified by the basecaller. The respective error probabilities {ǫ1, ..., ǫl}
for each base are also provided by the basecaller.

For the position to be evaluated, let the nucleotide ri be the base of fragment Rj that
aligns at that specific position. Let ǫi be its error probability. It is assumed that the a
priori probability that fragment Rj is endogenous is denoted by Pendo(Rj). This quantity
is computed by using both deamination patterns of the fragment and its length to derive
a probability of that fragment being endogenous. The equations for this expression are
described in greater detail at the end of this section.

In order to have observed the base ri, there are two possibilities: the base came either
from the contaminant with probability 1−Pendo(Rj) or from the endogenous sample with
probability Pendo(Rj). It is assumed for now that the fragment was properly mapped,
the final equation which considers either possibilities is presented on page 107 under the
heading “Mapping”. The probability of observing base ri denoted by Pmap(ri|be, bc) is
given by:

Pendo(Rj) · Pe(ri|be) + (1− Pendo(Rj)) · Pc(ri|bc) (5.8)

The expression Pe(ri|be) is the probability of observing ri given that the fragment is
endogenous and be is the endogenous base. Let E denote the event that a sequencing
error has occurred and let E′ denote the complement of the event or, in other words, that
the sequencing was correct and no error has occurred. The quantity Pe(ri|be) is given by:

(1− ǫi) · Pe(be → ri|E′) + ǫi · Pe(be → ri|E) (5.9)

Given that the base is correct (i.e. without sequencing error) both ri and be should be
identical hence:

Pe(be → ri|E′) =
{

1 if be = ri

0 if be 6= ri
(5.10)

However, due to deamination, it is possible to have a substitution with the probability
derived from the deamination profile entered as input. Let Ω be the set of all DNA bases
(Ω = {A,C,G, T}). Under the deamination model, the term Pe(be → ri|E′) becomes:







1− ∑

b′e∈Ω\b
ratedeam(be → b′e) if be = ri

ratedeam(be → ri) if be 6= ri

(5.11)

where ratedeam(b → ri) is the rate of nucleotide substitution from b to ri due to deami-
nation at that specific position of the fragment. As stated before, the deamination rates
per base for each position of the fragment are entered as input and remain unchanged by
“endoCaller”. For sequencing errors, the probability of base substitution can be obtained
using the assumption that any given nucleotide is equally likely to be miscalled as any of
the remaining 3 nucleotides:
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Pe(be → ri|E) =
1

3
∀be 6= ri (5.12)

However, studies on Illumina sequencing errors show that this assumption is often incor-
rect [81]. Using empirical nucleotide substitutions rates from an Illumina sequencing run
(provided with the software package) is therefore recommended. The new error probabil-
ity term becomes:

Pe(be → ri|E) =
#be → ri

∑

b′e∈Ω\be
#be → b′e

(5.13)

where #x → y represents the number of times a mismatch between the reference base x to
an observed y occurred. These counts were determined using spiked-in control sequences
aligned to the PhiX genome provided by Illumina Corp.

A similar computation is derived for the probability seeing ri given that it was sampled
the contaminant base bc (Pc(ri|bc)). However, the deamination profile provided as input
for the contaminant fragments are different from the endogenous ones and tend to be much
lower (see end of Methods Section describing the test data for empirical deamination
rates for both endogenous and contaminant fragments). The mitochondrial consensus
caller “endoCaller” allows for deamination of the contaminant unlike “contDeam”, which
assumes that the contaminant fragments have little to no deamination.

5.3.4.1 Mapping

Thus far, it was assumed that the fragment Rj was correctly mapped. For fragments not
properly mapped, it is assumed the probability of seeing the base ri is independent of
bases be and bc and is simply the probability of observing ri:

Pmismap(ri|b) = P (ri) =
1

4
(5.14)

The probability of fragment Rj being incorrectly mapped is obtained using its mapping
quality, and equations 5.8 and 5.14 are therefore combined into one to compute the final
probability of observing the base ri, denoted by P (ri|be, bc):

(1−mRj
) · Pmap(ri|be, bc) +mRj

· Pmismap(ri|be, bc) (5.15)

where mRj
is the probability that the fragment Rj is mismapped.

5.3.4.2 Producing the most likely bases

The probability of observing the data given every endogenous and contaminant base has
been described however, the posterior probability of the pair of bases given the data
R is the quantity that is sought. It is assumed that every fragment Rj represents an
independent observation and the likelihood of bases be and bc given the data is considered
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to be proportional to the probability of observing the data given the pair of nucleotides
times a flat prior:

P (be, bc|R) ∝
∏

Rj∈R
P (Rj |be, bc) ·

1

42
(5.16)

Once the posterior probability for all pairs of nucleotides is computed, a sum of all the
probabilities is performed to compute the likelihood of a given endogenous base:

P (be|R) =
∑

bc∈Ω
P (be, bc|R) (5.17)

A marginalization over the endogenous base is used to call the contaminant base. Finally,
the most likely endogenous nucleotide b̂e is produced:

b̂e = argmax
be∈Ω

P (be|R) (5.18)

The probability of error on b̂e is given by the ratio of the sum of the probabilities for all
alternative bases except the most likely over the sum of the probabilities for all bases:

P (¬b̂e|R) =

∑

be∈Ω\b̂e
P (be|R)

∑

be∈Ω
P (be|R)

(5.19)

An analogous computation is done to determine the contaminant base. The computation
for insertions and deletions is similar (see Section 5.3.4.4 in the Methods).

5.3.4.3 Computation of Pendo(Rj)

For the probability that a given fragment Rj is endogenous, denoted as Pendo(Rj), the
model takes into consideration two factors: deamination patterns and the length of the
fragments. Parameters for these two factors are introduced as input to the endogenous
caller. Such parameters are re-estimated at each iteration using fragments that support
an endogenous base versus a contaminant one (“splitEndo” in Figure 5.6). The “spli-
tEndo” module will i) use the output of “endoCaller” from the previous iteration and
separate fragments that support the endogenous or the contaminant base at positions
where they differ ii) estimate deamination parameters and fit a log-normal distribution
on each separated set of fragments independently.

Deamination rates are obtained by measuring rates of nucleotide substitution from
the reference base at a given position in the fragment and the log-normal parameters
are obtained by a maximum-likelihood fit using the fitdistrplus R package, similarly to
Chapter 3. These estimates are fixed throughout a single iteration and get re-estimated
by “splitEndo” in the following one.

Endogenous fragments tend to exhibit higher rates of deamination than contaminant
fragments (see Section 5.3.9 in the Methods). In the previous section where “contDeam”
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was described, likelihood ratios are computed, between a model which considers deam-
ination and sequencing errors, and another model which solely uses sequencing errors
to compute the probability of seeing a particular alignment given the reference as tem-
plate. In this section, the possibility that the template might be a different base than
the endogenous one is incorporated for greater accuracy. Let E denote the event that a
sequencing error has occurred, D the event that deamination has occurred and let ′ de-
note the complement of event (i.e. event has not occurred). First, the goal is to compute
the probability of observing the base ri, part of the fragment Rj , given that it originated
from endogenous base be under a model where substitutions are solely due to sequencing
errors. This term, denoted Pn(ri), is obtained similarly to equation 5.1 but by considering
all 4 potential endogenous bases be as follows:

∑

be∈Ω
(1− P (¬be)) · Pn(ri|be) (5.20)

where Pn(ri|be) is equal to:
{

(1− ǫi) · P (be → ri|E′) if be = ri

ǫi · P (be → ri|E) if be 6= ri
(5.21)

where P (¬be|R) is the probability of error for endogenous base be as defined in equation
5.19. The nucleotide substitution probabilities given either absence or presence of a
sequencing error are computed as described in the “contDeam” section. Second, the
probability of seeing base ri given endogenous base be if any divergence is explained by
either deamination or sequencing errors is computed. Similarly to equation 5.2, this
probability denoted Pd(ri) is computed using this expression:

∑

be∈Ω
(1− P (¬be)) · Pd(ri|be) (5.22)

where Pd(ri|be) is equal to:






























(1− ǫi) · P (be → ri|D′ ∩ E′) if be = ri

(1− ǫi) · P (be → ri|D)

+ if be 6= ri

ǫi · P (be → ri|E)

(5.23)

Again, the substitution probabilities given either deamination or sequencing error are
computed as described in the “contDeam” section.

The probability that the aligned fragment Rj was observed under a deamination and
sequencing error model is computed, denoted P (Rj ∈ deam), by taking the product for
each base r1...rl ∈ Rj of the term described by equation 5.22. The probability that
aligned fragment Rj was observed under a sequencing error model, denoted P (Rj ∈ null)
uses the product of the term described by equation 5.20 where only sequencing errors are
considered.
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Finally, both probabilities are combined with the prior on a fragment being endoge-
nous of 1− cprior as a likelihood ratio to obtain the probability, denoted Pdeam(Rj), that
fragment Rj is deaminated:

(1− cprior) · P (Rj ∈ deam)

(1 − cprior) · P (Rj ∈ deam) + cprior · P (Rj ∈ null)
(5.24)

Differences in fragment lengths between the endogenous and contaminant sequences
can also be informative about contamination. Ancient fragments tend to shorter than
modern contaminating DNA fragments due to degradation of ancient DNA [39, 42, 59, 90]
(see Section 5.3.7 in the Methods). In Chapter 3, the distribution of the length of aDNA
fragments was modeled using a single log-normal distribution (see also [96]). Here, the
endogenous and contaminant fragment length distributions are modeled using two log-
normal distributions and, using empirical distributions, four parameters are inferred:
µendo, σendo, µcont and σcont for the location and scale parameters of the endogenous and
contaminant log-normal distributions, respectively. Again, these parameters are esti-
mated by “splitEndo” at each iteration. The probability that the fragment Rj of length
l pertains to the endogenous distribution is given by the probability density function for
the log-normal distribution:

P (Rj ∈ endodist) =
1

l
√
2πσendo

e
− (ln(l)−µendo)

2

2σ2
endo (5.25)

The probability that the fragment is from the contaminant distribution (P (Rj ∈ contdist))
is calculated the same way except using the location and scale for that distribution. The
likelihood ratio of both terms is used to compute the probability, Pendodist(Rj), that
fragment Rj pertains to the endogenous distribution using the contamination prior:

(1− cprior) · P (Rj ∈ endodist)

(1− cprior) · P (Rj ∈ endodist) + cprior · P (Rj ∈ contdist)
(5.26)

Finally, the deamination and length probabilities are combined to compute the probability
that a fragment is endogenous (Pendo(Rj)). The overall algorithm can be described using
the following pseudocode (insertions and deletions are not represented for simplicity):
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Data: Set of aDNA fragments R, deamination rates, endogenous/contaminant
fragment length distribution, contamination prior

Result: Most likely endogenous be and contaminant bc bases
foreach position on the mitochondrial genome reference do

foreach possible bases be, bc ∈ Ω2 do
foreach fragment Rj ∈ R do

Find: base ri from fragment Rj for that position ;
Compute: probability of seeing ri given be and bc using equation 5.15 ;

end

end
Produce : for that position, bases be and bc with the highest posterior
probability ;

end

Algorithm 3: endoCaller

5.3.4.4 Identifying endogenous insertions and deletions

For indels, two separate cases are considered:

• A deletion in the sample (which could also be an insertion in the reference)

• An insertion in the sample (which could also be a deletion in the reference)

Each case is described separately in the sections below. In both cases, it is not known a
priori without using phylogenetic information in which lineage the indel occurred. The
error rate of indels is considered to be a constant ǫindel for both cases. This constant
is defined from the literature on sequencer-specific error rates [79]. Given than an indel
was present in the fragment, it is considered to be present in the original fragment with
probability 1 − ǫindel and absent with probability ǫindel. As in the inference of a single
nucleotide, the computation is different depending on whether a single contaminant is
assumed or multiple ones.

5.3.4.4.1 Deletions

A deletion refers to missing nucleotides with respect to the reference in either the
contaminant or the endogenous genome. This could be due to a deletion in the lineage
leading to the sample or an insertion in the one leading to the reference.

Given that a deletion is observed, four different scenarios need to be considered:

• Both endogenous and contaminant genomes have the deletion
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• Only the endogenous genome has the deletion

• Only the contaminant genome has the deletion

• Neither the contaminant nor the endogenous genome have the deletion and the
observation was due to a sequencing error

The observation of a fragment with or without a deletion changes the likelihood for
each possibility. For instance, for the first case, the observation of a fragment Rj with
the deletion gives the following term in the product:

(1−mRJ
)[Pendo(RJ) · (1− ǫindel) + (1 − Pendo(RJ)) · (1− ǫindel)] (5.27)

where mRJ
is the probability that fragment Rj is mismapped and where Pendo(RJ) is the

probability that fragment Rj is endogenous (defined at the end of section 5.3.4, on page
110). As both genomes contain the deletion, the probability of observing the fragment Rj

is the probability of having correctly detected the deletion in either of the two cases. If
the fragment does not have the deletion, still under the assumption that both endogenous
and contaminant genomes have the deletion, the term becomes the probability that either
one contains an error:

(1−mRJ
)[Pendo(RJ ) · ǫindel + (1 − Pendo(RJ)) · ǫindel] (5.28)

as the fragments falsely called it in both cases. A similar computation is done for the
remaining three possibilities but where the indel error term is used differently depend-
ing on which genome is believed to have the deletion. Finally, the possibility with the
maximum posterior probability is used to produce both the endogenous and contaminant
genomes. The error probability on that call is computed by the ratio of the sum of the
probabilities for all three least likely scenarios over the sum of all probabilities.

5.3.4.4.2 Insertion

Insertions are produced in a manner similar to deletions. For the deletion case, the
likelihood of a nucleotide being present or absent at a specific position is considered. In
the case of insertions, the possibility of having various nucleotides being inserted at a
specific position is considered. The likelihood for each putative inserted sequence and the
absence of an insertion is calculated.

A bi-dimensional matrix is used for all possible insertions for both the endogenous and
contaminant genomes. Each cell represents a specific model where either genomes could
have a given insertion. The likelihood is computed using a product over all fragments
using terms analogous to expressions 5.27 and 5.28 depending on which of the two genomes
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has the insertion for that given model. Finally, the most likely model is retained. For
calling the endogenous consensus genome, the error probability is marginalized over each
possible contaminant insertion and vice-versa for the contaminant consensus calling.

5.3.4.5 Endogenous consensus calling with multiple contaminants

Multiple contaminants with equal contributions represent a more complex problem for
consensus calling, compared to a single one (see Figure 5.7). Results show that schmutzi
yields good results (a reliable consensus endogenous genome) at low contamination rates
but not at higher ones (see Results section).

Mitochondrial genome: 
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Mitochondrial genome (two contaminants): 
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Figure 5.7: Schema of alignments to the mitochondrial genome where green lines rep-
resent endogenous fragments and red lines, the contamination. However, depending on
whether there is a single source of mitochondrial contamination (left) or multiple ones
(right), the distribution of the bases at a segregating site can change. Given that the
contamination rate is 1

3 for the single contaminant scenario, inferring the endogenous and
contaminant bases is straightforward, as the relative number of each base follows the ex-
pected distribution. However, in the figure to the right, knowing that the contamination
rate is 2

3 does not translate into observing this fraction of a particular contaminant base.

5.3.4.5.1 Calling the endogenous nucleotide

Given that the fragment Rj was correctly mapped, it originated either from the en-
dogenous or the contaminant genome. Let Pendo(Rj) be the probability that the fragment
came from the endogenous genome. The probability that the fragment stemmed from the
contaminant genome is simply 1− Pendo(Rj).

The probability of observing ri on fragment Rj given that be is the putative endoge-
nous base is computed. In the case where the fragment Rj is a contaminant fragment, no
information can be obtained on the probability of observing base ri given be hence the
uniform prior for nucleotides is used:
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Pmap(ri|be) = Pendo(Rj) · Pe(ri|be) + (1− Pendo(Rj)) ·
1

4
(5.29)

This term is similar to the way Pmap(ri|be, bc) is computed for the single contaminant
case with the exception of the lack of a single contaminant base bc. The remaining
computations are identical to the case with a single contaminant.

5.3.4.5.2 Insertions

The likelihood of all observed insertions at a given position is computed, assuming
that unobserved insertions have a negligible likelihood. The likelihood for not having an
insertion is also considered. For a given insertion, if it is observed in a fragment, the term
in the product becomes the following expression:

(1−mRJ
) · Pendo(RJ ) · (1− ǫindel) (5.30)

where mRJ
is the probability of mismapping for that given fragment and Pendo(RJ ) is the

probability that Rj is endogenous. However, for the remaining insertions, the following
term is used:

(1−mRJ
) · Pendo(RJ) · ǫindel (5.31)

The most likely insertion is produced and the error probability is defined as the ratio of
the sum of the probabilities for possible insertions minus the most likely over the sum of
all probabilities.

5.3.4.5.3 Deletion

The likelihood of two scenarios is considered: either the endogenous genome has a
deletion or it does not. Again, using the assumption of independence of observation for
each fragment, the likelihood for each fragment is multiplied independently for each of
these two possibilities. For the former, where the endogenous genome has a deletion, for
each fragment Rj with a deletion, the term in the product becomes the term defined in
equation 5.30. For the second scenario, where the endogenous does not have the deletion
and the fragment Rj has the deletion, the expression used is defined by equation 5.31. If
fragment Rj does not have a deletion, the two previously defined terms are swapped for
one another in the products. Finally, a deletion in the endogenous consensus is produced
if the likelihood of such an event exceeds the likelihood of not having a deletion. The
error probability is computed by taking the ratio of the second most likely scenario over
the sum of the probabilities for both possibilities.
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5.3.5 Mitochondrial contamination estimate

Once the endogenous base and its likelihood have been computed for a given site, a second
program takes this information, together with the aligned BAM file of all fragments cover-
ing each site, and determines the most likely contaminating genome from the database of
possible contaminants as well as the contamination rate (“mtCont” in Figure 5.6). This is
achieved by determining the most likely contamination rate using sites where bases in the
putative endogenous and contaminant genomes differ. Once this computation is finished
for all mitochondrial genomes in the database, the genome with the highest likelihood
of being the contaminant is identified (see details about the database of contaminants in
section 5.3.8 in the Methods).

In the previous section, a fixed contamination prior was supplied to “endoCaller”
and the most likely endogenous and contaminant base were inferred given the data. In
this section, “mtCont” computes the most likely contamination rate given the data for
fixed probabilities for the endogenous and contamination bases which are provided by
“endoCaller”. As in “endoCaller”, the deamination rates are entered as input. The
contamination estimate generated by “contDeam” at iteration #1 is re-calculated by
“mtCont” in subsequent iterations (see Figure 5.6).

For a given position on the mitochondrion, let be be a possible base from the endoge-
nous sample and c be a potential base from the contaminant. Let the contamination
rate be cr, defined as the probability of seeing a base from the contaminant at this given
position. Therefore, the probability that the base is endogenous is 1− cr. Similar to the
terms used in the section above, let Rj be a fragment with mismapping probability mRj

and let base ri be its base at the position of interest. The probability of observing ri
given that either be or c could have given rise to it, denoted P (ri|be, c), is:

(1−mRj
) · Pmap(ri|be, c) +mRj

· Pmismap(ri|be, c) (5.32)

where the probability of being mismapped is defined as in equation 5.14. If the fragment is
properly mapped, it can either originate from the contaminant or the endogenous genome.
By using the defined contamination rate, Pmapped(ri|be, c), the probability of observing ri
given that the fragment was correctly mapped, is quantified as:

(1− cr) · Pe(ri|be) + cr · Pc(ri|c) (5.33)

since the fragment was either sampled from the contaminant with probability cr or from
the endogenous base with probability 1 − cr. The probability of observing the base ri
given it came from either the endogenous material (Pe(ri|be, c)) or the contamination
(Pc(ri|be, c)) considers sequencing errors and deamination rates. The precise terms for
such quantities are derived as in equation 5.9. The only difference is that a deaminated
substitution model is used for the endogenous base, but any different base for the con-
tamination is not due to deamination but to sequencing errors.
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Let Ω2 be the set of all possible pairs of nucleotides. For a given contamination rate
cr, the probability (Pcr(ri)) of observing the base ri is obtained by marginalizing over
each possible contaminant and endogenous base:

∑

be,c∈Ω2

P (ri|be, c)P (be, c) (5.34)

where the term P (ri|be, c) is defined in equation 5.32. The combined probability of be
being the endogenous and c being the contaminant base is given by: P (be, c) = P (be)·P (c).
The prior on the endogenous base P (be) is one minus the probability that be is not the
endogenous base, a quantity defined by equation 5.19. The probability P (c) is defined by
the probability of having nucleotide c in the putative contaminant mitochondrion.

The total likelihood is obtained by the product of equation 5.34 for every fragment.
This likelihood is computed for every contamination rate between 0% and 100% assum-
ing a uniform prior on the contamination rate and, for each mitochondrial genome in
the set of putative contaminants. Finally, the contaminant genome is determined and
the contamination rate with the highest posterior probability, as well as a 95% confi-
dence interval, is produced. The overall algorithm can be described using the following
pseudocode:
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Data: Set of aDNA fragments R, deamination rates, likelihood for endogenous be
bases for the entire mtDNA genome, DB of human mitochondrial genomes

Result: Most likely contamination rate ĉr and contaminant source
foreach potential contaminant in the DB do

foreach contamination rate cr ∈ 0..1 do
foreach position on the mitochondrial genome do

foreach possible bases be, c ∈ Ω2 do
Find: prior p(be) using the likelihood from the endogenous
consensus ;
Find: prior p(c) using the current contaminant in the DB ;
foreach fragment Rj ∈ R do

Find: base ri from fragment Rj for that position ;
Compute: probability of seeing ri given be and c using equation
5.34 ;

end

end

end

end
Keep : contamination rate with the highest posterior probability for this
record in the DB ;

end
Return : ĉr contamination rate with the highest posterior probability for all
records in the DB ;

Algorithm 4: mtCont

5.3.6 Existing methods for mitochondrial contamination estimates

Although there have been descriptions of methods to estimate the contamination rate,
there is currently no software implementation of an algorithm to estimate contamination
for aDNA samples that is widely available for download. To provide a comparison to
existing methods, the maximum-likelihood model described in [35, 36] was implemented
and used on simulated datasets. The predicted contamination rate was compared to the
simulated one.

Briefly, a rate of sequencing error denoted ǫ is estimated using monomorphic regions
of a set of mitochondrial genomes. The fragments are aligned against the endogenous
consensus call and a database of 311 potential contaminant mitochondria, as described
in the original methodology. Since the simulations used a single contaminant, a single
genome was used in the database. The method was run once using the closest mitochon-
drial genome in the database and once more using the same contaminant used in the
simulations.
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For a read Ri aligned to the endogenous genome, Mi,e and Ni,e were computed for
the number of matches and mismatches respectively. The read is also re-aligned to the
contaminant genome and the same analogous quantities, Mi,c and Ni,c are computed.
Given the error rate ǫ, the number of matches and mismatches to the endogenous genome,
the probability of observing Ri aligned to the endogenous mitochondrion was computed
as:

(

Mi,e +Ni,e

Ni,e

)

(1− ǫ)Mi,e(ǫ)ni,e (5.35)

In the original description, a vector of probabilities describes the probability that read
Rj came from each possible contaminant genome in the database and the endogenous
mitochondrial genome. This vector is used to compute the probability of observing read
Rj . In the simulated datasets, as there are two genomes, this expression becomes:

(1− c) ·
(

Mi,e +Ni,e

Ni,e

)

(1− ǫ)Mi,e(ǫ)ni,e + c ·
(

Mi,e +Ni,c

Ni,c

)

(1− ǫ)Mi,c(ǫ)ni,c (5.36)

where c is the predicted contamination rate. Finally, the most likely contamination rate
given the data is produced by assuming that each fragment represents independent obser-
vations as described in [36]. As the method requires the endogenous consensus call, the
mitochondrial genome produced by PMDtools and htslib was used as they represent the
state of current methods. As the target contamination rate, the number of contaminant
fragments over the total was used as the method operates on a per fragment basis rather
than on per nucleotide basis.

5.3.7 Distribution of the endogenous and contaminant fragment size

It was previously suggested in the literature that endogenous and contaminant fragments
might have different size distributions where the endogenous fragments are shorter than
the contaminant fragments [42, 82]. To measure this, the fragments from the Sima de los
Huesos hominin [76] that aligned to the mitochondrial genome were analyzed. As it was
heavily contaminated, fragments could be separated into those supporting an endogenous
or a contaminant base using diagnostic positions that supported an archaic hominin base
or a present-day human one. The size distribution for both was plotted (see Figure 5.8).
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Figure 5.8: Size distribution of the endogenous (green) versus contaminant (red) frag-
ments in the Sima de los Huesos sample.

5.3.8 Database of putative contaminants

To predict accurate rates of contamination, a database of human mitochondrial sequences
that are representative of the natural diversity while restricting the total number of se-
quences due to the computational overhead was needed. As two nearly identical mito-
chondrial sequence will yield the same contamination rate, having the same sequence
twice in the database will result in redundant computations. Every human mitochon-
drial sequence was downloaded from GenBank and a multiple sequence alignment was
performed using mafft version 7.017b [50] due to its speed and multithreading options.
All pairwise sequence distances were computed. The results were pruned according to a
minimal pairwise edit distance as to have a non-redundant database of 197 records (see
Table A.6, A.7 and A.8 in the Appendix).

Furthermore, the “–usepredC” option in the overall wrapper script allows the user to
introduce the predicted contaminant as a database record. This option is recommended
for cases where the contamination is very high thus allowing for adequate characterization
of the contaminant mitochondrial genome, assuming that a single contamination source
is responsible for most of the contaminating present-day human fragments. As this is not
known in advance, it is recommended to run the wrapper once with this option and once
without.
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5.3.9 Empirical test data

Schmutzi was tested on simulated data and empirical ancient DNA datasets as well.
Schmutzi’s ability to call the endogenous mitochondrial genome and, assuming that the
contamination stemmed from a single source, the accuracy in calling the contaminant’s
mitochondrial genome as well was tested. To show the program’s robustness to contamina-
tion, highly contaminated samples were sought. Furthermore, whether the contamination
estimate from schmutzi would be within the estimates obtained by simple contamination
determination based on diagnostic positions was evaluated.

Schmutzi was tested on five heavily contaminated empirical aDNA datasets (see Table
5.3). The first three were subsets of the original empirical data that were rebasecalled
using freeIbis (see Chapter 2) and processed using leeHom (see Chapter 3). The samples
were from an Altai Neanderthal, a Denisovan and an early modern human from Ust’-ishim
(see Table 5.3 for references and coverage). However, these samples are easy targets as
they have low levels of present-day human contamination. Furthermore, they do not have
a mitochondrial consensus sequence that was established on the same individual with a
different library without any contamination to provide a standard for comparison. The
other two datasets were from Mezmaiskaya samples with high amounts of present-day
human contamination. These aDNA datasets (B9687 and B9688) described by [38] per-
tained to the same Mezmaiskaya Neanderthal individual described in [89]. The latter
had the advantage of stemming from an extraction with low amounts of present-day hu-
man contamination (0.6%). Therefore, the endogenous consensus call should be identical
to the Mezmaiskaya mitochondrial genome (GenBank: FM865411). The contaminating
genome however, was not characterized. This thesis focuses on the analysis of these two
aDNA datasets due to the availability of an independently inferred mitochondrial genome.
High levels of present-day human contamination made them difficult datasets as well.

The total number of fragments and bases aligning to the mitochondrial reference was
calculated (see Table 5.1). Using diagnostic positions for Neanderthal mitochondrial se-
quences, the number of contaminant and endogenous fragments was tallied (see Table
5.2). A contamination estimate could be computed by using the ratio of contaminant
fragments over the sum of fragments that were flagged as either contaminant or endoge-
nous. Furthermore, this estimate was recomputed by using the sum of the nucleotides
instead of the number of fragments. This led to a different contamination estimate for
the first sample as there is a difference in length between endogenous and contaminant
fragments (see Section 5.3.7). Maximum-likelihood [29] phylogenetic inference was per-
formed using phylip version 3.69 [30] with default parameters using the mitochondrial
genomes enumerated in Table A.9 found in the Appendix. Multiple sequence alignments
that were used as input were obtained from PRANK version 140603 [67].
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sample ID origin total fragments total bases coverage

B9687 Mezmaiskaya 162,035 11,773,544 710.577
B9688 Mezmaiskaya 148,817 10,533,824 635.755

Table 5.1: Number of fragments, sum of all bases and coverage for the datasets from
empirical samples

sample endogenous contaminant contamination
fragments base fragments base rate per rate per

pairs pairs fragment base

B9687 30,876 2,443,418 23,598 1,989,785 0.433 0.449
B9688 25,437 1,971,127 24,083 1,972,954 0.486 0.500

Table 5.2: Tally of the fragments that support diagnostic positions in the archaic humans
and ad hoc contamination estimate.

5.3.9.1 B9687

The details of the experimental procedures for the B9687 samples are found in [38].
Briefly, two extracts of the Mezmaiskaya 1 individual were prepared from 107 mg (ex-
tract ID: E734) and 90 mg (extract ID: E373) bone powder using the extraction protocol
described in [98]. Sequencing libraries of the extracts were generated using single-stranded
library preparation method [37] and double indexing was performed on the libraries [54].
All libraries were subsequently enriched for mitochondrial DNA using human mitochon-
drial DNA probes following the protocol detailed in [36].

For the B9687 sample, the coverage is the highest among the empirical samples at
710X (see Table 5.1). Aligned fragments were separated according to whether they
stemmed from the endogenous (Neanderthal) or the contaminant (present-day human)
mitochondrial genomes using 111 diagnostic positions (fixed sites between 7 Neanderthals
and 21 present-day humans) on the mitochondrial reference. This separation into two
sets was used to quantify contamination and yielded an estimate in the 43-45% range
depending on the metric used (see Table 5.2). An analysis of the length distribution of
the endogenous and contaminant fragments revealed an excess of fragments with approxi-
mately the same size as the sequencing read length (see Figure 5.9). After communication
with the authors, this effect is unlikely to stem from library preparation but is more likely
an artifact of the extraction procedure. Other libraries prepared using the same protocol
does not show this enrichment of fragments with the same size as the length of sequencing.
This entails that the use of length will not help the algorithm in gaining greater power
to recognize the endogenous base. Deamination patterns were measured on both the
fragments labeled as endogenous and those identified as contaminant (see Figure 5.10).
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As the deamination rates of the endogenous fragments are several fold higher than the
ones found for the contaminant ones, the algorithm can use this information to disen-
tangle which base is likely to be endogenous and which is likely to be the contaminant
one. Furthermore, the deamination rates for the contaminants are very low, enabling the
possibility of getting an estimate of contamination based on deamination rates alone (see
Section 5.3.3).
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Figure 5.9: Density plot of the size of the fragments identified as endogenous (Neanderthal
in green) and contaminant (present-day human in red) in the B9687 sample.
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Figure 5.10: Deamination patterns for the fragments identified as endogenous and con-
taminant in the B9687 sample for the 5’ end (left) and 3’ end (right). The fragments
were identified as either Neanderthal (top) or present-day human (bottom).

5.3.9.2 B9688

B9688 was the second sample described in [38]. It was sequenced in a similar way as
B9687, however, coverage was slightly lower at 635X. Using the same diagnostic positions
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as B9687, aligned fragments were split into two sets, those supporting a Neanderthal base
and those supporting a present-day human one. Contamination estimates for this sample
were between 48% and 50%, higher than the B9687 sample (see Table 5.2). A measure of
fragment length revealed the same enrichment for fragments with the same length as the
original read length previously seen in B9687 (see Figure 5.11). Contaminant fragments
also showed very low rates of deamination (see Figure 5.12).
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Figure 5.11: Density plot of the size of the fragments identified as endogenous (Nean-
derthal in green) and contaminant (present-day human in red) in the B9688 sample.
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Figure 5.12: Deamination patterns for the fragments identified as endogenous and con-
taminant in the B9688 sample for the 5’ end (left) and 3’ end (right). The fragments
were identified as either Neanderthal (top) or present-day human (bottom).
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5.4 Results

This section describes the results obtained by schmutzi and existing approaches on sim-
ulated data (see Section 5.4.2 on page 134) and empirical data (see Section 5.4.1).

5.4.1 Empirical data

For the empirical data, contamination estimates computed on deamination patterns using
“contDeam” is presented (see Section 5.4.1.1) followed by contamination estimates using
divergence positions between the predicted endogenous genome and a database of putative
contaminants using “mtCont” (see Section 5.4.1.2). This is followed by the accuracy of
the endogenous consensus call (see Section 5.4.1.3) and the contaminant consensus call
(see Section 5.4.1.4).

5.4.1.1 Contamination estimate based on deamination

For the Mezmaiskaya datasets, the maximum a posteriori estimates for contamination
based on deamination alone were found at 51.0±0.5% and 44.5±0.5% for the B9687 and
B9688 samples respectively. The posterior probability distribution was plotted for both
samples (see Figure 5.13). In both cases, the true contamination rate is unknown but
both estimates fall within a few percents of the ones presented in Table 5.2 that were
measured using diagnostic positions, thus providing a reasonable initial estimate.
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Figure 5.13: Distribution of the posterior probability for contamination rates as measured
by endogenous deamination rates. For the two Mezmaiskaya samples B9687 (left) and
B9688 (right), the fraction of contaminant fragments over the total sum is also represented
(dotted line).

5.4.1.2 Contamination estimate based on divergent bases

Present-day human contamination was estimated for each of the five empirical datasets
using schmutzi and contamMix (v1.0-10), an implementation from the authors of a previ-
ously described maximum-likelihood method for estimating mitochondrial contamination
[35, 36] (see Section 5.3.6).

The correct contamination estimate was taken to be the one obtained from fragments
aligned to sites in the reference mitochondrial genome where Neanderthals or Denisovans
differ from 20 present-day humans (“diagnostic sites”). Since there are too few diagnostic
sites, approach could not be used for the early modern human data.

For the Altai Neanderthal and Denisovan samples which have low contamination, both
schmutzi and contamMix accurately estimate the contamination (see Figure 5.15A). How-
ever, for the highly contaminated Mezmaiskaya Neanderthal samples, schmutzi’s contam-
ination estimates are closer to the estimates provided using diagnostic positions (44.1±0.8
and 49.3±0.7 for Mezmaiskaya samples 1 and 2, respectively). For the Mezmaiskaya 1 for
instance, using the 111 diagnostic sites, there were 2,443,418 individual bases supporting
the Neanderthal base and 1,989,785 supporting the present-day human base, resulting
in an estimated contamination of 44.9% (per nucleotide basis). The contamination esti-
mates obtained using diagnostic positions are constant even when filtering for high base
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quality and removing potentially deaminated bases. In comparison, the contamination
estimate from schmutzi was 44±1% and the estimate from contamMix was 41.4±0.8%.

For both Mezmaiskaya datasets, which have higher contamination, a contamination rate
of 43.0±1.0 and 48.0±1.0 was obtained using schmutzi without the inclusion of the pre-
dicted contaminant. In both cases, the contamination estimate increased by exactly 1% if
the predicted contaminant was used in the database of contaminants (option “–usepredC”,
see Section 5.3.8). These estimates are closer to the expected ones presented in Table 5.2
and fall within the lower and upper bounds. The posterior probability distribution shows
the peak estimate close to the one obtained using diagnostic positions (see Figure 5.14).

0.0 0.2 0.4 0.6 0.8 1.0

−
7e

+
05

−
6e

+
05

−
5e

+
05

−
4e

+
05

−
3e

+
05

−
2e

+
05

Posterior probability distribution for contamination in B9687

Contamination

P
os

te
rio

r 
pr

ob
ab

ili
ty

 (
lo

g 
sc

al
e)

0.0 0.2 0.4 0.6 0.8 1.0

−
7e

+
05

−
6e

+
05

−
5e

+
05

−
4e

+
05

−
3e

+
05

−
2e

+
05

−
1e

+
05

Posterior probability distribution for contamination in B9688

Contamination

P
os

te
rio

r 
pr

ob
ab

ili
ty

 (
lo

g 
sc

al
e)

Figure 5.14: Distribution of the posterior probability for contamination as measured
by the endogenous genome and the database of putative contaminants. For the two
Mezmaiskaya samples B9687 (left) and B9688 (right), the fraction of contaminant bases
over the total sum is also represented (dotted line).

5.4.1.3 Endogenous mitochondrion consensus call

Because not all features of empirical ancient DNA datasets can be accurately simulated,
schmutzi was also tested on the 5 empirical datasets described in Table 5.3. Only a subset
of the original data was used here. The accuracy of the endogenous consensus sequences
called using schmutzi was compared to the published mitochondrial genomes and to
the consensus sequence called using htslib. For htslib, the quality scores of potentially
deaminated bases was reduced to avoid incorrect calls at deaminated sites, similarly to
the procedure used in [60, 89].
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sample mtDNA deamination present-day library ID
ID coverage rates (%) contamination and reference

(X) 5’ 3’

Altai Neanderthal 1076 5.7 28.4 low (˜ 1%) L9198 from [89]

Denisovan 258 14.8 33.9 low (˜ 1%) B1108 from [77]

Ust’-ishim 124 2.7 3.4 low (˜ 1%) B3899 from [35]

Mezmaikaya Neanderthal B9687 711 8.8 (17.3) 13.3 (25.8) high (˜ 40-50%) B9687 from [38]

Mezmaikaya Neanderthal B9688 636 8.5 (15.0) 12.7 (24.1) high (˜ 40-50%) B9688 from [38]

Table 5.3: Empirical mitochondrial datasets. The number in parentheses represent the deamination rates when condi-
tioning on the other end of the fragment being deaminated for heavily contaminated samples.
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At contamination rates less than 5%, the consensus sequences called with htslib were
highly similar (between 1 and 5 mismatches) to the published mitochondrial genome
sequences (see Figure 5.15A). In all cases, schmutzi’s prediction was identical to the
published reference except for the Denisovan genome where there was an overprediction
of one low-quality cytosine in a large 6 basepairs insert adjacent to the poly-cytosine
stretch (position 5894-5899 on the rCRS).

However, at higher contamination rates (>40%), the consensus sequence becomes increas-
ingly inaccurate when called with htslib. In contrast, the consensus sequence produced
by schmutzi is robust to higher contamination (40-50%). For the highly contaminated
Mezmaiskaya samples, the effect of using only deaminated fragments to generate the
consensus using htslib was assessed. This approach has been previously used and sub-
stantially reduces the amount of contamination. Indeed, the consensus obtained using
htslib and only deaminated fragments improves the accuracy of the consensus sequence
(see Figure 5.15A). Despite this, the consensus sequence produced by schmutzi is still
more accurate in all but one case which was influenced by capture bias (see paragraphs
below and section 5.5).
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Figure 5.15: Consensus call and contamination estimate accuracy for empirical datasets.
(A) The htslib consensus call (yellow) and the schmutzi consensus call (red) were per-
formed on a subset of the data from 3 Neanderthals, 1 Denisovan and 1 early modern
human (EMH). The number of mismatches between the mitochondrial consensus sequence
and the published mitochondrial genome from the same individual was calculated. (B)
Contamination was estimated using schmutzi (red) and contamMix v.1.0-10 (blue) and
compared to the contamination computed using diagnostic positions (gray per fragment
and black per base). For the two Mezmaiskaya individuals, the endogenous genome used
for comparison was obtained using another library with low levels of contamination from
the same individual.
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Figure 5.16: Phylogenetic placement of Mezmaiskaya 1 (library ID B9687) using a
maximum-likelihood tree showing the placement of the mitochondrial genome of Mez-
maiskaya 1 (labeled “MT” in the tree) and the inferred contaminant (labeled “MTc” in
the tree), compared to 20 present-day humans and 9 archaic humans.

The sequence inferred for the mitochondrial genome of the Neanderthal fromMezmaiskaya
1 (library ID: B9687) which was generated from the same individual for which a high-
quality mitochondrial genome from a library with low contamination is available (Gen-
Bank: FM865411) was examined in more detail. The contaminating mitochondrial se-
quence is not known.

To verify whether the inferred endogenous and contaminant genomes would respectively
fall within the predicted archaic and present-day human clades, a maximum-likelihood
tree was constructed using the mitochondrial genomes from 20 present-day humans and
nine archaic hominins enumerated in Table A.9 in the Appendix (see Figure 5.16B for
the tree obtained using the high-quality bases, ≥200 PHRED scale, for both the inferred
endogenous and contaminant genomes for the Mezmaiskaya 1 and Figure B.16 in the
Appendix for the remaining trees). The Mezmaiskaya B9687 and B9688 samples cluster
with the Mezmaiskaya genome. The contaminant genomes all fall within human variation
except the Mezmaiskaya B9687 without any quality filters applied where the contaminant
mitochondrion falls outside of all human variations. This is due to low-quality bases as
a reiteration of the phylogenetic reconstruction using only high-quality bases resulted in
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an inferred contaminant mitochondrion which falls within the variation of extant humans
(see Figure B.16 in the Appendix). Furthermore, the likelihood of the tree increases as
only high-quality bases are retained. Attempts to assign the inferred contaminants to
known haplogroups are presented in the following subsection on page 134.

As the Mezmaiskaya mitochondrial genome had been previously sequenced using data
with low present-day human contamination, the endogenous consensus call for both Mez-
maiskaya datasets could be compared to this mitochondrial genome.

5.4.1.3.1 Mezmaiskaya 1

Under the assumption that the sequence from GenBank is without errors, the endogenous
genome inferred by schmutzi should match perfectly this reference sequence. The inferred
endogenous sequence differed by 9 of the 16608 bases. These differences fall in the D-loop
which is typically quite divergent. It could be that the incorrect identification of these 9
bases may arise from an ascertainment bias due to the mitochondrial capture of the Mez-
maiskaya sample using probes designed with the human mitochondrial sequence. Indeed,
in this region, the endogenous bases were significantly under-represented compared to the
contaminant (75% rather than the average of 50% for the whole mitochondrial genome).
However, these bases tend to have low consensus base quality, which implies that the
consensus calls at these positions is unreliable. Filtering for consensus base quality ≥200
(PHRED scale) reduces the number from 9 mismatches to 1. This single mismatch is in
the poly-C region (position: 16,184) which is routinely removed in downstream analyses
[4, 24].

5.4.1.3.2 Mezmaiskaya 2

An alignment of the unfiltered predicted Mezmaiskaya B9688 genome to the original mi-
tochondrion from the same individual revealed a total of ten mismatches, two of which
had very low-quality score (5.09715 and 83.9567 respectively) while the eight remaining
mismatches were all concentrated in a range of 60 basepairs at the end of the mitochon-
drial reference (positions 16129-16190 on the mitochondrial reference). Using a filter for
high-quality bases (Q≥200) eliminated the first two miscalls in that loci but left six mis-
matches in the aforementioned locus of 60 bases on the mitochondrial genome. A closer
look revealed a high level of divergence of the Mezmaiskaya mitochondrial genome to the
human reference and a drop of coverage in that area. At position 16,139 on the rCRS, for
instance, total coverage was 431X and where the contaminant base had 327X coverage
thus 75.9% of the fragments. In contrast, the genome-wide mean coverage was 636X and
the contamination rate was 48-50%. To verify whether this was due to a bias caused by
the short-read aligner, the fragments were re-aligned to the Mezmaiskaya mitochondrial
genome. The results (data not shown) revealed the same drop in coverage in the same
area. Communication with the authors involved in generating the original data revealed
that, like Mezmaiskaya 1, a mitochondrial capture was performed using a tiled array only
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with the human base on the probes. Therefore, this artifact was likely due to capture
bias which is currently not modeled.

5.4.1.4 Contaminant mitochondrion consensus call

As previously mentioned, since there are no tools to call the contaminant mitochondrial
genome and since the contaminant was not previously characterized, the inferred contam-
inant genomes could not be compared to a known sequence. However, as there is a finite
set of mitochondrial haplotypes among present-day humans, the predicted contaminant
sequence can be compared to existing haplotypes to determine whether it falls within
a given haplogroup (i.e. the diagnostic positions for this haplogroup are found). The
most likely haplogroup as determined by haplogrep [56, 110] and the calls produced by
schmutzi at the diagnostic positions for the most likely haplogroup were evaluated.

For both Mezmaiskaya samples, the most likely haplogroup as determined by haplogrep
was T2b3, a haplogroup predominantly found in Eurasia [5]. All but one of the 33
diagnostic positions were found in the predicted contaminant for the B9687 sample (see
Table A.22 in the Appendix). The single mismatch had low-quality relative to the other
diagnostic positions. The other Mezmaiskaya sample, B9688, had no mismatches for all
of the 33 diagnostic positions (see Table A.23 in the Appendix).

5.4.2 Simulated data

This section presents results on simulated data in terms of the accuracy of the con-
tamination estimates (pages 134-145) and in terms of the accuracy of the endogenous
and contaminant consensus call (pages 145-149). The contamination estimates based on
deamination patterns computed using “contDeam” is presented (see Section 5.4.2.1) for
both full datasets (see Section 5.4.2.1.1) and subsampled datasets to measure the impact
of low coverage (see Section 5.4.2.1.2). This is followed by a short discussion about biases
affecting “contDeam” (see Section 5.4.2.1.3). Contamination estimates using divergence
positions between the predicted endogenous genome and a database of putative contami-
nants using “mtCont” is presented (see Section 5.4.2.2) for both full datasets (see Section
5.4.2.2.1) and subsampled datasets (see Section 5.4.2.2.2). Comparison to existing meth-
ods for contamination estimates follows (see Section 5.4.2.3). Results are presented for
the consensus call for the endogenous mitochondrial genome (see Section 5.4.2.4) and the
contaminant one (see Section 5.4.2.5).

5.4.2.1 Contamination estimate based on deamination

The correlation of the contamination estimates obtained using endogenous deamination
patterns was compared to the simulated ones. This is the contamination estimate pro-
vided to the endogenous caller for the first iteration. The correlation between simulated
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and predicted contamination rates was measured for full datasets with 1M fragments.
The robustness to low coverage was also measured by subsampling the set containing 1M
fragments with 40% contamination. The target contamination rate for the simulations
was calculated as the fraction of fragments pertaining to the contaminant over the total.

5.4.2.1.1 Full datasets

Schmutzi was run on the simulated datasets with 1M fragments to estimate contamina-
tion based on deamination patterns alone. The software was run for both categories of
sets: one category where the endogenous genome had a double-stranded type of damage
pattern, and the other where a single-stranded damage profile was used.

Results show that, regardless of the simulated DNA library-preparation protocol, the
algorithm produces an estimate that is close to the simulated rate (see Figure B.9 in the
Appendix). Furthermore, these estimates are robust to lower or higher divergence of the
contaminant genome to the endogenous one, as this relationship is not a priori needed
for this approach to produce an estimate.

5.4.2.1.2 Subsampled datasets

To evaluate the robustness of the contamination estimate based on deamination patterns
to lower coverage, the dataset with 1M fragments and 40% contamination from the previ-
ous section was subsampled at various fractions ranging from 0.01 to 0.5. The algorithm
to predict contamination based on deamination patterns was run on those and the corre-
lation to the original contamination rate was plotted (see Figure B.10 in the Appendix).
Results show that for the contamination estimate to be stable, a minimal mitochondrial
coverage of about 100X to 250X is needed, which, depending on the size of the aDNA
fragments, represents approximately 50k to 100k mapped fragments. The simulated type
of library protocol or the type of endogenous genome used does not seem to affect the
prediction.

5.4.2.1.3 Biases affecting the prior contamination estimate based on deami-
nation

The contamination prior obtained for the first iteration relies on measuring deamination
patterns for the endogenous fragments versus the entire dataset. One of the approaches
to infer endogenous deamination rates is by conditioning on one end of the fragment being
deaminated and measuring deamination rates for the other end, a previously described
methodology by [76]. However, while this approach is used to obtain an initial mitochon-
drial contamination estimate, it can be used for contamination estimates in itself under
the following assumptions:

• There is a sufficient number of fragments to allow estimates of deamination rates
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• Deamination rates of the endogenous fragments are sufficiently high. Having en-
dogenous fragments with no deamination patterns will not yield an accurate esti-
mate

• The aDNA fragments from the present-day humans that contaminate the sample
are not themselves deaminated

• The rates of deamination of the 5’ end of the fragment are independent of the rates
of deamination of the 3’ end and vice-versa

5.4.2.1.3.1 Impact of low deamination rates

To measure the impact of having low deamination rates, simulations were repeated by
adding various rates of deamination for the endogenous fragments for simulated datasets
with 50% contamination. Schmutzi’s contamination estimate based on deamination pat-
terns was run on the simulations. Results presented in Table A.19 in the Appendix show
that a minimum deamination rate of 5-10% on at least one end of the fragment is re-
quired to have a contamination estimate within 2-3% of the simulated contamination rate
if 1M fragments are used. When a small number of fragments are used (100k), higher
rates (40% and above) of deamination are required to obtain a reliable contamination
estimate. At intermediate data sizes (500k), rates of deamination upwards of 15% are
needed to obtain a reliable contamination estimate.

5.4.2.1.4 Impact of deamination for contaminating fragments

To measure the impact of various rates of deamination of the contaminant fragments,
in addition to deamination to the endogenous fragments, deamination was also added
to the simulated contaminant fragments. A contamination rate of 50% was used for the
simulation sets of 1M fragments for various rates of deamination for both the endoge-
nous and contaminant fragments. Schmutzi’s contamination estimate was used on those
datasets. Results show (see Table A.20 in the Appendix) that even a small amount of
deamination for the contaminant can lead to an underestimate. This effect less pervasive
if the endogenous fragments have high levels of deamination or if the contaminant has
very low levels of deamination.

5.4.2.1.5 Independence tests for deamination on each end

The contamination estimate based on deamination relies on measuring endogenous deam-
ination rates and plotting the posterior probability for a non-informative contamination
prior. Diagnostic positions cannot always be used for measuring endogenous deamina-
tion rates for aDNA data. Therefore, the algorithm needs to condition on having one
deaminated base on one end to measure endogenous deamination rates on the other and
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vice-versa. One underlying assumption is that deamination on one end is independent
of deamination the other end. Whether deamination rates on either end of the fragment
were independent of deamination on the other end was evaluated. Deamination rates were
measured on the 5’ end conditioning on whether the 3’ end was deaminated (C→T) or
not (C→C). The converse was also measured. Subsets of the Altai Neanderthal [89], the
Denisovan individual [77], the Loschbour individual [60], the Afontova Gora and Mal’ta
genomes [91] (see Table A.21 in the Appendix) were evaluated. A χ2 test was used on a
two by two contingency table with one degree of freedom to test whether deamination on
one end was independent of deamination on the other end. For all samples, except the
Altai, the p-value was not sufficiently low to the point of concluding that deamination on
one end is linked to deamination on the other. However, it should be noted that this is
an assumption used by the algorithm and, if this assumption is incorrect and endogenous
deamination rates are overestimated, an overestimate of the actual contamination rate
will ensue.

5.4.2.2 Contamination estimate based on divergent bases

Once the endogenous consensus call is completed, contamination rates can be computed
using this consensus and a set of putative mitochondrial contaminants. This process
is repeated until a stable contamination rate is reached and the final rate is produced.
To evaluate the range of contamination and coverage over which schmutzi can be used,
the three simulated datasets were evaluated with increasing levels of contamination and
at varying coverage. Similarly to the section above, the correlation between this final
contamination rate and the predefined target contamination rate used in the simulated
data was measured. The target contamination rate for the simulations was calculated as
the fraction of bases pertaining to the contaminant over the total sum.

5.4.2.2.1 Full datasets

As mentioned in the methods, users can run the prediction with or without the inclusion of
the predicted contaminant as a record in the database of putative contaminants. Schmutzi
was run on the six types of previously described datasets of 1M fragments (see Section
5.3.2.1).

Schmutzi was run once with the inclusion of the predicted contaminant (see Section
5.4.2.2.1.2) and once again without this option (see Section 5.4.2.2.1.1).

5.4.2.2.1.1 Full datasets: Using the records in the database only

Using solely the records in the database described in Section 5.3.8, the contamination
rate was computed once the algorithm reached convergence.
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This option always results in an underestimate of the true contamination rate as some sites
on the mitochondrial genome will not be considered due to natural divergence between the
actual contaminant and the closest record in the database. The correlation was plotted
between the simulated contamination rate and the predicted one (see Figure 5.17 for the
single-stranded data and Figure B.11 in the Appendix for the double-stranded data).
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Figure 5.17: Simulated versus measured contamination rates using the contaminants in
the database only. Several sets contained simulated aDNA fragments from a mitochon-
drial genome belonging to either an early modern human (top left), a Neanderthal (top
right) and a Denisovan (bottom). All simulated sets had damage patterns associated with
a single-stranded DNA protocol. The double-stranded figures can be found in Figure B.11
in the Appendix. A contaminating present-day human was pooled together at various
rates to simulate contamination. The dotted black line represents a perfect prediction,
blue dots are the predicted rates of contamination by schmutzi once convergence was
achieved. The red dots represent sets for which the algorithm stopped prematurely due
to lack of information about the contaminant fragments. The black whiskers represent
the 95% confidence interval on contamination.
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For both archaic hominins, due to the large numbers of segregating sites compared to
the contamination source, the effect of this underestimate is minimal as the contami-
nation estimate is highly correlated with the simulated one. For the EMH, due to the
smaller divergence between the contaminant and endogenous genomes, very few sites are
considered and the effect of the underestimate is more prominent, especially at higher
contamination rates. The following section shows that these more difficult targets can be
predicted by including the inferred contaminant in the database of putative contaminant
genomes.

5.4.2.2.1.2 Full datasets: Including the predicted contaminant

The program was re-run on the same datasets used in the previous section with the
inclusion of the predicted contaminant.

The correlation between the simulated contamination rate and the predicted one was
plotted (see Figure 5.18 for the single-stranded data and Figure B.12 in the Appendix
for the double-stranded data). The program performed well for both archaic hominin
genomes, similarly to the previous section, as high divergence between the contaminant
and the endogenous genomes provide an easy target for contamination estimates. For the
EMH, the underestimate seen in the previous section is corrected for using the predicted
contaminant as information. However, this approach does not perform well at very low
levels of contamination, as adequate characterization of the contaminant genome is not
feasible.
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Figure 5.18: Simulated versus measured contamination rates using the contaminants in
the database with the inclusion of the predicted contamiant. Sets contained simulated
aDNA fragments from a mitochondrial genome belonging to either an early modern hu-
man (top left), a Neanderthal (top right) and a Denisovan (bottom). All simulated
sets had damage patterns associated with a single-stranded DNA protocol. The double-
stranded figures can be found in Figure B.12 in the Appendix. Like in Figure 5.17, the
dotted black line represents a perfect prediction, blue dots are the predicted rates of
contamination by schmutzi once convergence was achieved. The missing dots for the
EMH represent sets for which the algorithm did not converge due to the inability of pre-
dicting the contaminant. The black whiskers represent the 95% confidence interval on
contamination.
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5.4.2.2.2 Subsampled datasets

To measure the robustness of the algorithm to low coverage samples, the dataset with

˜ 47% contamination rate was subsampled at rates ranging from 0.5 down to 0.01. The
rate of ˜ 47% was chosen as it makes the use of currently available tools difficult. Fur-
thermore, at this level of contamination, there is an almost even number of endogenous
and contaminant bases thus making the inference of each one relatively difficult for the
model.

Two distinct approaches were taken when re-running schmutzi on the resulting datasets.
The first involved the default behavior of predicting the endogenous genome and scan-
ning the contaminant database to estimate contamination rates. However, for very low
coverage samples, getting an accurate resolution of the endogenous mitochondrial genome
is often difficult. Sometimes, investigators have access to an endogenous mitochondrial
genome that can serve as a close proxy (e.g. a different Neanderthal for a Neanderthal
sample, a mitochondrial genome from the same haplogroup for early modern humans)
to determine whether this low coverage sample is heavily contaminated. This is useful
to prioritize which extractions are the most promising and should be further sequenced.
The second approach therefore involved taking the endogenous consensus from the origi-
nal high coverage dataset and using it as the endogenous genome. This latter approach
has the advantage of being highly robust to low coverage but requires a well-characterized
endogenous genome or a very close proxy.

5.4.2.2.2.1 Subsampled datasets: Using a consensus from the dataset itself

Using the default methodology, contamination rates were inferred from the predicted
endogenous genome and putative contaminants in the database. As the simulated con-
tamination rate was known, the final contamination rates were plotted as a function of
coverage (see Figure 5.19 for the single-stranded data and Figure B.13 in the Appendix
for the double-stranded data). For both archaics, the contamination estimate is reliable
from about 100X or 200X coverage for the single-stranded and double-stranded rates of
deamination respectively. For the EMH, the contamination estimate remains an under-
estimate since schmutzi does not use the predicted contaminant as a putative source of
contamination.
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Figure 5.19: Robustness of the contamination estimate to lower coverage. The simulated
dataset with a contamination rate of ˜ 47% and single-stranded deamination patterns
was subsampled at various coverages from 0 - 1250x. Top: Contamination rates were
estimated across a range of coverages in simulated data for a Neanderthal, a Deniso-
van and an early modern human (Ust’-Ishim). Bottom: When a good quality proxy
mtDNA sequence from a closely related individual is used as the endogenous genome,
robust estimates can be made down to 15x coverage. For the early modern human, the
contamination estimate provided was computed using the database alone and not the
prediction of the contaminant genome thus leading to underestimates (see Table 5.4 for
effect of using the predicted contaminant in the contamination estimate).

5.4.2.2.2.2 Subsampled datasets: Using a consensus from a higher quality
source

In the previous section, it was shown that schmutzi performed well at coverage levels that
are routinely seen in aDNA projects due to the relative abundance of the mitochondrial
DNA compared to nuclear [42]. However, in certain studies, the relative amount of non-
bacterial DNA is relatively small leading to extracts yielding low coverage across the
mitochondrial genome (e.g. less than 15X). In those cases, neither approach to estimate
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contamination by deamination patterns or by endogenous consensus calling followed by
comparison to a database yielded accurate estimates.

A hurdle in predicting contamination using low coverage samples is the inability to accu-
rately call the endogenous mitochondrial genome. However, it is possible that researchers
have access to a higher quality mitochondrial genome from the same individual (obtained
using mitochondrial capture for example) and wish to prioritize which extractions are
most promising to fully sequence the nuclear genome. It is also possible to determine
from which clade or haplogroup the individual being sequenced belongs to therefore pro-
viding a close proxy. Results show that if a research group has access to a high-quality
mitochondrial genome from a close proxy, contamination can be estimated even at low
coverage. This approach can be useful if a group prepared a new library from a Ne-
anderthal extract and wishes to estimate contamination despite low coverage across the
mitochondrial genome. Knowing that the sample pertains to a Neanderthal entails that
a high-quality mitochondrial genome from a different Neanderthal can be used as sub-
stitute. The contamination rate could therefore be estimated for the new low coverage
library. Schmutzi’s contamination estimator was supplied with the endogenous genome
predicted from the original 1M fragment datasets. Results show that the estimates are
accurate even for very low coverage samples (see Figure B.14 in the Appendix).

For both archaics hominins, the estimate is close to the actual simulated rate even at
low coverage. For the EMH, the underestimate due to the exclusion of the contaminant
is still noticeable however, the estimate offers greater robustness to low coverage rates
compared to simply estimating contamination using the endogenous consensus from the
sample itself.

5.4.2.3 Comparison to existing methods

Using the maximum-likelihood method previously described in the literature [36], a con-
tamination estimate for each simulated set of 1M fragment was computed. Results mea-
sure the correlation between the simulated contamination rate and the one obtained us-
ing this method (see Figure B.15 in the Appendix). As the contaminating mitochondrial
genome was known, the program was run once where this genome was used as the con-
tamination source. The program was run again using the closest mitochondrial genome
to the contaminant one in the 311 database records provided in the original description
of the method.

One issue with this maximum-likelihood method is the inability to quantify the three
main sources of uncertainty: sequencing errors, deamination and mismappings. The
result is an estimate that misses the simulated contamination rate at lower and higher
levels of contamination. An underestimate of the error rate leads to an overestimate
of the contamination rate and vice-versa. Mitigating measures against deamination can
be taken like trimming the ends of fragments or restricting the analysis to transversions
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only. However these approaches suffer from residual deamination in the middle of the
fragments and reduction of ascertainment power respectively. The impact of mismappings
could be mitigated by filtering for fragments with high mapping quality but this does not
guarantee that every fragment is correctly mapped to its original position.

5.4.2.3.1 Using the implementation from the author

To test the accuracy of the algorithm to existing software implementations, schmutzi and
contamMix were run on a simulated dataset of 1M fragments with double-stranded deami-
nation patterns. The endogenous mitochondrial genome used was an early modern human
with 50% present-day human contamination. Results show that schmutzi’s algorithm of-
fers superior accuracy compared to this existing method for estimating early modern
human contamination (see Table 5.4). Results for the maximum-likelihood method used
by contamMix for the remaining samples are presented in this section on page 144.

contamination contamination runtime
estimate estimate
method

Target contamination rate: 50% (fragment basis)

contamMix 1.0-10 54.9±0.7 % 4 days
schmutzi (“contDeam”) 49.0 ±0.5 % 68s

Target contamination rate: 58.2% (nucleotide basis)

schmutzi (“mtCont” without the predicted contaminant) 32.0 ±1.0 % 183m
schmutzi (“mtCont” with the predicted contaminant ) 60.0 ±1.0 % 200m

Table 5.4: Accuracy of contamination estimates on a simulated early modern human with
double-stranded deamination patterns and high present-day modern human contamina-
tion. Three CPU cores were used for every program. The programs “contamMix” and
“contDeam” estimate contamination on a per fragment basis while “mtCont” estimates
contamination on per nucleotide basis. The contamination on a per nucleotide basis is
higher due to the longer average length of contaminating fragments.

5.4.2.4 Endogenous mitochondrion consensus call

Schmutzi was run on the datasets created for three archaic genomes, each with increasing
levels of present-day human contamination. For the simulated data, the accuracy of the
consensus call for both the endogenous and the contaminant genomes was evaluated as
the original mitochondrial genomes were known (see Figure 5.20).
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Figure 5.20: Accuracy of the ancient (A) and present-day human contaminant (B) mi-
tochondrial consensus sequences produced by schmutzi on simulated data for an early
modern human, a Neanderthal and a Denisovan mitochondrial genome. An error is de-
fined as either a mismatch or an indel between the predicted endogenous sequence and
the original mitochondrial sequence used for simulations. As contamination increases,
inference of the endogenous mitochondrial genome becomes more difficult (A). In con-
trast, the prediction of the contaminant genome becomes more accurate at higher levels
of present-day human contamination (B).

As detailed in section 5.3.2.1, fragments from three endogenous mitochondrial genomes
(Denisovan, Neanderthal and early modern human (EMH)) were each blended indepen-
dently with the fragments of a contaminant individual at various rates. Two sets were
created, one where the endogenous fragments had a damage pattern consistent with a
double-stranded library and the other set, with a single-stranded library. For the for-
mer, the endogenous consensus was also computed using PMDtools and htslib to provide
a comparison. The mitochondrial consensus sequences are called for each sample after
processing the data using PMDTools (using the parameters “-a” to adjust quality scores
and the recommended PMD score threshold of 3) to identify deaminated reads and then
calling the consensus with htslib (default parameters and haploid model).

The approach to infer the endogenous consensus of keeping fragments with signs of deam-
ination, masking the deaminated bases and calling a consensus using “samtools mpileup”,
an approach used to reconstruct the heavily contaminated Sima de los Huesos mitochon-
drial sequence [76], was also evaluated. For each set, schmutzi was run using default
parameters and the edit distance of the predicted endogenous genome to its respective
reference was computed. Furthermore, the edit distance of the predicted contaminant
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to the original contaminant mitochondrion was computed. Schmutzi was also run using
the multiple contaminant option (described in section 5.3.4.5) and the accuracy of its
predicted endogenous genome was evaluated. All the data presented in the remaining
tables were computed without using any filters on the resulting predictions as to accu-
rately represent error rates. Practically speaking, users are encouraged to retain only
high-quality predictions for downstream analyses.

Schmutzi produced a consensus for both the endogenous and contaminant genomes that
is very robust to high levels of contamination (see Figure 5.20). Results show that the
endogenous consensus is accurate for up to 50% present-day human contamination for
the double-stranded simulations and up to 70% for the single-stranded ones. This is due
to higher levels of deamination in the single-stranded simulations resulting in better as-
certainment of the endogenous base. The sequence identity of the consensus sequences
generated by schmutzi to the published reference sequences of either the Denisovan, Ne-
anderthal or early modern human are presented in Tables A.10-A.15 in the Appendix.

As schmutzi’s algorithm relies on computing the length and deamination patterns of
the endogenous and contaminant fragments, a paucity of contaminant fragments at low
contamination rates can result in the program stopping after the first iteration. In the
tables of the Appendix, a † symbol on a data point indicates that the algorithm did
not continue on to the second iteration due to a lack of detected contaminant at low
simulated contamination rates, thus the results presented are the ones from the first
iteration. At high contamination rates, as the prediction of the endogenous genome
becomes more arduous, the endogenous consensus genome will contain more bases from
the contaminant, thus leading to an underestimation of contamination, which can, in turn,
lead to the algorithm not converging. As mentioned in the software manual, a corrective
measure can be performed by using the predicted contaminant genome as a putative
contaminant source via the “–usepredC” option. Sets marked with a ‡ indicate that the
predicted contaminant was used as a contaminant source. For very hard targets (e.g.,
EHM with around 90% contamination), the workflow provided by the wrapper script
diverges even with the option of using the contaminant source. For such hard targets,
manual intervention would be required and data that caused this type of problem is
marked with an ∗ in subsequent tables.

The improvement obtained by schmutzi over approaches that use only deaminated reads
from highly contaminated samples results from the inclusion of length and the observed
ratio of endogenous and contaminant bases. Iteration increases the accuracy of the en-
dogenous consensus call. The initial call for the Neanderthal dataset with a simulated
contamination rate of 58% had 7 mismatches to its original reference while only a single
mismatch remained after convergence.

For the simulated EMH, the endogenous genome predicted by schmutzi is identical to the
simulated data up to a contamination rate of 35% for the double-stranded data and up
to a contamination rate of 40% for single-stranded libraries (see Tables A.10 and A.11 in
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the Appendix). As single-stranded data had greater rates of deamination, there is more
power to accurately predict the contaminant and endogenous bases. As the contamination
increases, more indels and mismatches appear.

The consensus made on the deaminated fragments using PMDtools and htslib has two
indels compared to the endogenous genome, both of which are located in a region of two
consecutive insertions in the EMH mitochondrion genome. The same comparison to the
endogenous genome predicted by schmutzi was made using the data simulated under a
single-stranded protocol (see Table A.13 in the Appendix). The algorithm was able to
perfectly predict the endogenous genome up to a contamination of 25% and with a single
mismatch up to a contamination rate of 90%. That single mismatch occurred in a region
of high divergence of the Neanderthal genome and had a low-quality score relative to the
neighboring bases.

For the Denisovan simulations, the edit distance of the predicted endogenous genome
to the Denisovan one was computed (see Table A.15 and A.14 in the Appendix). This
dataset had the highest divergence to the human reference. A single recurrent error was
present even at low contamination around base 302 on the rCRS due to high divergence
creating ambiguous short-read alignments. However, re-running schmutzi’s endogenous
caller using the predicted endogenous genome as reference successfully removes this sin-
gle mismatch (data not shown). Despite this, the algorithm was more robust to high
contamination than the current approach of isolating deaminated fragments and calling
a consensus.

For all three types of endogenous genomes, at low levels of contamination (up to 10%),
schmutzi did not go forward after the first iteration due to the lack of contaminating
fragments. However, in all cases, the endogenous genome called after the first iteration
gave an inference of sufficient quality with no or very few mismatches to the original
genome.

Simulations show that the multiple contaminant option works well at very low rates of
contamination, but does not at medium or high rates (see Tables A.10 through A.15 in
the Appendix).

For calling the endogenous mitochondrial genome consensus, the mapping iterative as-
sembler (MIA) was originally developed for reconstructing the Neanderthal mitochondrial
genome [44]. MIA has been used for reconstructing the mitochondrial genome for multi-
ple samples [9, 36, 60]. The latest version of MIA5 was used on the simulated datasets
and the distance to the original endogenous genome was computed (see Table A.16 in the
Appendix). Results show that present-day human contamination quickly overruns the
consensus call. This effect limits the applicability of a straightforward consensus call to
samples with low rates of present-day human contamination.

5URL: https://github.com/udo-stenzel/mapping-iterative-assembler ver-
sion:5a7fb5afad735da7b8297381648049985c599874
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5.4.2.5 Contaminant mitochondrion consensus call

As previously mentioned, no currently available tool enables users to the call the con-
taminant mitochondrial genome. However, schmutzi’s consensus call for the contaminant
genome was compared to the original contaminant genome used by computing the edit
distance as a metric (see Table A.17 and A.18 in the Appendix).

The accuracy of the contaminant genome inferred from the simulated datasets increased
as the amount of contamination increased (see Figure 5.20). At very low rates of con-
tamination, schmutzi is unable to call the contaminant mitochondrial genome. For con-
tamination rates of about 20% and higher, the prediction of the contaminant genome is
nearly perfect regardless of which endogenous genome was used.

5.5 Conclusion

aDNA analyses have typically decoupled reconstruction of the endogenous mitochondrial
genome from quantification and characterization of present-day human contamination.
Since these two tasks are interdependent, consensus calling and contamination estimation
should be performed iteratively to achieve the most accurate results. Current approaches
to determining the endogenous mtDNA sequence are very dependent on the amount
of contamination. In samples with low present-day human contamination, a consensus
sequence is usually called using all sequences, whereas for highly contaminated samples,
only deaminated fragments are used. However, there is no clear contamination cut-off
to determine which strategy should be used. Schmutzi can be applied to samples with
either low or high levels of contamination thereby obviating this decision.

Results on empirical and simulated datasets were presented, demonstrating that schmutzi
outperforms a number of existing approaches to consensus sequence calling and contam-
ination estimation over a wide range of contamination rates and coverages. Simulations
were conducted using empirical fragment length distributions and deamination rates. It
is trivial to see that higher deamination rates can enable end-users to infer with greater
confidence the endogenous sequence of even highly contaminated samples. The absence
of deamination will yield incorrect estimates of contamination. Since deamination is also
used to identify the endogenous and contaminant bases, an absence of deamination is also
likely to lead to an incorrect endogenous consensus call at high levels of contamination.
It is important to note that the number of parameters and their range hinders us from
making simple, general statements about the amount of coverage or extent of deamination
required for accurate estimates of present-day human contamination or accurate inference
of the endogenous genome sequence.

Although many groups have implemented ad hoc methods to assess contamination, there
are few available software implementations. Schmutzi was compared to contamMix, a
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previously used maximum-likelihood method described in [36]. The predicted contamina-
tion rates produced by schmutzi are more accurate than those produced by this method
on simulated data (see Section 5.4.2.3). Although the true contamination rate is not
known for most ancient datasets, it was shown that the estimates are also consistent
with contamination measured in empirical datasets using methods relying on diagnostic
positions. While the approach of taking diagnostic positions is suitable for archaic hu-
mans like Neanderthals, it is not readily applicable to early modern humans who have
few fixed differences to present-day humans. Schmutzi’s modeling of mismatches due to
deamination, sequencing errors and mismapping results in greater accuracy than simply
estimating a single error parameter.

The endogenous consensus call shows a significant dependence on the prior, which is cal-
culated based on the deamination patterns only for the first iteration (“contDeam”). This
is interpreted as evidence that a reasonable estimate for contamination can be obtained
from deamination. For “contDeam”, the impact on the final estimate due to biases like in-
sufficient deamination and having deamination for contaminant fragments was evaluated
(see Section 5.4.2.1.3). It was noted that the contamination estimate improves incremen-
tally during iterations of consensus calling and contamination estimation, suggesting that
additional information is available in the mitochondrial endogenous consensus. This is
particularly useful for low coverage samples.

Schmutzi accurately infers the endogenous ancient genome sequence from unfiltered an-
cient sequence data. This is of particular importance in cases where contamination is
high. Interestingly, schmutzi is also more accurate than approaches that reduce con-
tamination by using only deaminated fragments to call the consensus. Such approaches
substantially reduce the number of fragments available for calling the consensus, which
may explain why schmutzi is marginally better at determining the consensus sequence
than these approaches.

Although schmutzi performs well for both simulated and empirical data, a few artifacts
are not currently modeled in the software. First, it is possible that there are multiple
present-day human contaminants. At low contamination rates with multiple contami-
nants, schmutzi will underestimate the contamination, but the inference of the endoge-
nous consensus sequence should not be affected. However, at high contamination rates,
multiple contaminants make the inference of the endogenous sequence and estimation
of the contamination extremely difficult, since the endogenous and contaminant alleles
do not follow the expected distributions. Second, the inclusion of misaligned microbial
sequences and mitochondrial heteroplasmy are also not currently considered in the com-
putation, though the empirical data suggest that schmutzi is not particularly sensitive to
these. Lastly, the use of target enrichment approaches with DNA probes that are closer
to the contaminant than to the endogenous sequence may cause differences in allele sam-
pling, and may lead to incorrect consensus calls (see Figure 5.15 and see Section 5.4.1.3
for further discussion about capture bias).
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Schmutzi is sensitive to the divergence between the actual contaminant and the closest
record in the database of putative contaminants. If this divergence is very large (e.g.
more than 30 mismatches), contamination will be underestimated.

When contamination rates are high, the predicted contaminant can be inferred at high
resolution. This enables the program to use this predicted contaminant as a database
record for the quantification of mitochondrial contamination. This is not feasible at
low contamination rates, where the prediction of the contaminant mtDNA is poor. The
method does not currently use phylogenetic information to infer the endogenous and
contaminant sequences. Although the approach works well empirically, the use of phylo-
genetic information could provide additional power for obtaining contamination estimates
in very low coverage samples.

In conclusion, an algorithm that infers the endogenous mitochondrial genome sequence
from an ancient DNA sample, even in the presence of high contamination, has been
described. This method was applied to the reconstruction of mitochondrial genomes for
archaic and early modern humans and it was shown that it is possible to accurately
quantify contamination from present-day individuals.
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Chapter 6

Conclusion

He [Ludwig Wittgenstein] once greeted me with the question: “Why do
people say that it was natural to think that the sun went round the earth
rather than that the earth turned on its axis?” I replied: “I suppose, because
it looked as if the sun went round the earth.” “Well,” he asked, “what would
it have looked like if it had looked as if the earth turned on its axis?”

- Elizabeth Anscombe, An Introduction to Wittgenstein’s Tractatus [75]

As the quote illustrates, a common error in science is to infer a model simply based on
observations. The Bayesian principle turns the question on its head by asking, what is
the probability that a specific model could have given rise to a particular observation.
In return, the most likely model and its parameters can be inferred by choosing the
one that maximizes the probability of having produced the observation. In the end, the
posterior probability of a Bayesian approach is not a result in itself, it is a result only
when compared to the posterior probability of other models.

This thesis used the Bayesian principle to compute the probability that a certain model
could have generated a particular observation of NGS data. Generally speaking, this
approach obviates the need for arbitrary cutoffs and ensures that samples are comparable
across sequencing runs. As mentioned in the introduction, for Illumina sequencing data,
the error rate often varies even within the same sequencing run.

In chapter 3, the most likely DNA fragment was produced given observed sequencing
reads. This algorithm currently represents the most accurate method of inferring the
original aDNA fragments from sequencing data. This was verified both on empirical data
and on simulated data where the error rate was increased at various levels. Our approach
is also faster than other existing computational tools aimed at the task of inferring aDNA
fragments.

The problem of demultiplexing, i.e. assigning reads to their sample of origin, was tackled
in chapter 4. A Bayesian approach with a non-informative prior was used to identify
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the sample of origin and compute the confidence in that assignment. This strategy
outperforms approaches using fixed mismatches in terms of assigning reads to samples,
especially at high sequencing error rates. The Bayesian approach described in chapter 4
produces confidence scores in the sample assignment that measure the probability of a
misassignment.

A Bayesian approach was also used for the problem of inferring the mitochondrial genome
of the endogenous and contaminant individuals in aDNA samples from archaic humans.
This algorithm was presented in chapter 5. Again, the bases that maximize the posterior
probability are produced. The mitochondrial genomes being predicted are more accurate
than the ones inferred by current computational methods. Once the endogenous genome is
obtained, an accurate estimate of mitochondrial contamination from present-day humans
can be inferred. The Bayesian algorithm for estimating contamination is faster and more
accurate than previously described heuristics.

The three Bayesian algorithms which aim to solve the problem of aDNA fragment infer-
ence, demultiplexing and contamination estimates represent, as of this writing, the most
accurate, fastest and most mathematically sound way to solve their respective problem.
However, these algorithms rely heavily on the ability to accurately quantify uncertainty
for sequencing data. To this effect, chapter 2 describes a basecalling algorithm that
produces very accurate basecalls along with predicted error probabilities that are highly
correlated with observed error rates. Furthermore, our implementation performs this
basecalling at a reasonable runtime thus allowing for its routine use in sequencing cen-
ters. These programs have been used for various biological projects both here at the Max
Planck Institute [35, 60, 76, 107, 109] and elsewhere [40, 115].

Although there is always room for improvement both in terms of the algorithms and their
implementation, it is a step towards crafting computational methods that are tested and
mathematically sound. The thesis demonstrated the advantage of Bayesian MAP algo-
rithms over threshold-based heuristics both in terms of simplicity and results. Methods
with cutoffs for input quality require the added labor of testing and measuring the effect
of various values for cutoffs on estimated parameters. Furthermore, this effort needs to
be duplicated as the quality of the input data changes. This thesis showed how Bayesian
MAP algorithms can simplify NGS analyses, particularly for aDNA, and how estimat-
ing the probability of a sequencing error upstream obviates the need for downstream
recalibration.

For the field of aDNA, there is a need to create, test and implement algorithms that
incorporate uncertainties due to sequencing errors, low-coverage, DNA fragmentation,
deamination and contamination into a probabilistic model. Reproducible and open sci-
ence is a goal worth striving for as the methods section is often overlooked by biology-avid
readers in large scale papers. As data quality varies from one project to another, Bayesian
methods offer unbiased estimates in a manner than threshold-based methods cannot.

154



Appendices



156



Appendix A



Basecaller Mapped (%) Average edit distance

Genome Analyzer II 2009 (2x76 cycles)

Bustard 101,487,701 (68.12%) 0.7757
naiveBayesCall 100,003,123 (67.12%) 0.8426
AYB 103,156,920 (69.23%) 0.6422
Ibis 101,093,708 (67.85%) 0.7702
freeIbis (SVM) 102,091,337 (68.52%) 0.7205

HiSeq 2010 (1x100 cycles)

Bustard 420,538,284 (83.71%) 0.8589
naiveBayesCall 423,616,381 (84,32%) 0.6962
AYB 431,426,132 (85.88%) 0.5148
Ibis 424,975,034 (84.59%) 0.7507
freeIbis (SVM) 426,560,342 (84.91%) 0.7449

Genome Analyzer II 2011 (2x126+7 (index) cycles) 1 2

Bustard 583,348,201 (83.93%) 1.3792
naiveBayesCall 578,957,145 (83.34%) 1.4960
AYB 593,183,967 (85.52%) 1.0755
Ibis 592,929,953 (85.31%) 1.1670
freeIbis (SVM) 594,095,219 (85.48%) 1.1450

MiSeq (control sequences) 2012 (2x128+2x7 (indices) cycles)

Bustard 273,642 (95.43%) 0.1844
Ibis 275,224 (95.41%) 0.1715
freeIbis (SVM) 278,773 (95.24%) 0.1673

Table A.1: Sequence accuracy according to basecaller for all 4 platforms from different years. Every

run, with the exception of the MiSeq one, used modern human DNA as sample. The number of sequences

that could be mapped back to the hg19 version of the human genome with the average edit distance to the

reference is therefore reported. The percentage next to the total number of mapped sequences represent

the fraction of the sequences pertaining to non-control lanes or, in the case of the 2 most recent runs, as

a fraction of total number of sequences demultiplexed as belonging to the target sample. The average

edit distance was computed using the NM field in the resulting BAM alignment. For every platform and

various versions of the Illumina chemistry, freeIbis offers a significant improvement over Bustard in terms

of sequence accuracy for having a greater number of mapped reads and a lower edit distance. For every

run, the training was performed on the PhiX control sequences. For all but one of the runs, the reported

number of aligned reads represents the number of human sequence reads aligning to the human genome

reference. In the case of the MiSeq run, which used an ancient human DNA library with a low amount

of endogenous human DNA, and which therefore had a small number of human sequences, the number of

control reads aligning to the PhiX reference (provided by Illumina Inc.) is reported instead.
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Basecaller: Bustard Ibis freeIbis

Genotype true false false true true false false true true false false true
Quality pos. pos. neg. neg. pos. pos. neg. neg. pos. pos. neg. neg.

10 376 68 7 552,369 376 47 7 552,573 376 59 7 552,638
20 372 68 6 515,725 372 47 6 515,310 372 58 6 515,912
30 365 68 6 478,482 363 47 6 478,332 364 58 6 478,983
40 354 45 6 420,207 353 25 6 419,846 352 29 6 421,347
50 345 22 6 369,542 342 16 6 368,744 344 20 6 370,400
60 331 15 6 317,630 328 11 6 317,306 334 10 6 319,287
70 304 10 5 252,353 305 8 5 253,612 308 8 5 255,200
80 291 7 5 208,036 286 5 5 210,037 290 5 5 211,351
90 278 5 4 170,717 274 3 4 172,157 276 4 4 173,548

Table A.2: Genotype prediction accuracy according to basecaller at various genotype quality cutoffs . The accuracy
of calling the genotype is present for 10 individuals, which were genotyped using Sanger sequencing depending on the
basecaller used for positive calls (pos.) and negative calls (.neg). At low genotype quality cutoffs, the previous version
of the software minimizes the number of false positives due to the distribution of the quality scores. At higher genotype
quality cutoff levels, Ibis fails to produce a large number of correctly predicted sites like freeIbis. However, at every
genotype quality cutoffs, freeIbis offers more accurately predicted sites and fewer errors than the default basecaller.
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Basecaller lane number mapped percentage mapped

1 700,491 86.29%
2 713,303 86.80%

Bustard 3 705,662 86.39%
4 708,157 86.33%
5 716,212 86.71%

1 711,741 87.93%
2 724,318 88.41%

freeIbis 3 717,236 88.21%
4 719,325 88.10%
5 727,228 88.59%

Table A.3: Percentage of sequences mapped for each basecaller on a run with a high
error rate. Percentage and number of mapped sequences identified as controls (for this
multiplexed run, identified using the index sequences). Both in terms of number and
percentages, sequences basecalled using freeIbis have a greater tendency to map than the
ones called with the default basecaller provided by the vendor.
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Name P7 sequence P5 sequence P7 index P5 index Name P7 sequence P5 sequence P7 index P5 index

PCR1 AATTCAA CATCCGG 341 33 PCR51 CCTAGGT CGTATAT 303 91
PCR2 CGCGCAG TCATGGT 342 34 PCR52 GGATCAA GCTAATC 304 92
PCR3 AAGGTCT AGAACCG 343 35 PCR53 GCAAGAT GACTTCT 305 93
PCR4 ACTGGAC TGGAATA 344 36 PCR54 ATGGAGA GTACTAT 306 94
PCR5 AGCAGGT CAGGAGG 345 37 PCR55 CTCGATG CGAGATC 307 95
PCR6 GTACCGG AATACCT 346 38 PCR56 GCTCGAA CGCAGCC 308 96
PCR7 GGTCAAG CGAATGC 347 39 PCR57 AGTCAGA CATCCGG 349 33
PCR8 AATGATG TTCGCAA 348 40 PCR58 AACTAGA TCATGGT 350 34
PCR9 AGTCAGA AATTCAA 349 41 PCR59 CTATGGC AGAACCG 351 35
PCR10 AACTAGA CGCGCAG 350 42 PCR60 CGACGGT TGGAATA 352 36
PCR11 CTATGGC AAGGTCT 351 43 PCR61 AACCAAG CAGGAGG 353 37
PCR12 CGACGGT ACTGGAC 352 44 PCR62 CGGCGTA AATACCT 354 38
PCR13 AACCAAG AGCAGGT 353 45 PCR63 GCAGTCC CGAATGC 355 39
PCR14 CGGCGTA GTACCGG 354 46 PCR64 CTCGCGC TTCGCAA 356 40
PCR15 GCAGTCC GGTCAAG 355 47 PCR65 CTGCGAC AATTCAA 357 41
PCR16 CTCGCGC AATGATG 356 48 PCR66 ACGTATG CGCGCAG 358 42
PCR17 CTGCGAC AGTCAGA 357 49 PCR67 ATACTGA AAGGTCT 359 43
PCR18 ACGTATG AACTAGA 358 50 PCR68 CAGGAGG CCGATTG 337 29
PCR19 ATACTGA CTATGGC 359 51 PCR69 AATACCT ATGCCGC 338 30
PCR20 TACTTAG CGACGGT 360 52 PCR70 CGAATGC CAGTACT 339 31
PCR21 AAGCTAA AACCAAG 361 53 PCR71 TTCGCAA AATAGTA 340 32
PCR22 GACGGCG CGGCGTA 362 54 PCR72 ACCAACT TCGCAGG 309 1
PCR23 AGAAGAC GCAGTCC 363 55 PCR73 CCGGTAC CTCTGCA 310 2
PCR24 GTCCGGC CTCGCGC 364 56 PCR74 AACTCCG CCTAGGT 311 3
PCR25 TTCAACC TCAGCTT 373 65 PCR75 TTGAAGT GGATCAA 312 4
PCR26 TTAACTC AGAGCGC 374 66 PCR76 ACTATCA GCAAGAT 313 5
PCR27 TAGTCTA GCCTACG 375 67 PCR77 TTGGATC ATGGAGA 314 6
PCR28 TGCATGA TAATCAT 376 68 PCR78 CGACCTG CTCGATG 315 7
PCR29 AATAAGC AACCTGC 377 69 PCR79 TAATGCG GCTCGAA 316 8
PCR30 AGCCTTG GACGATT 378 70 PCR80 AGGTACC ACCAACT 317 9
PCR31 CCAACCT TAGGCCG 379 71 PCR81 TGCGTCC CCGGTAC 318 10
PCR32 GCAGAAG GGCATAG 380 72 PCR82 GAATCTC AACTCCG 319 11
PCR33 AGAATTA TTCAACC 381 73 PCR83 CATGCTC TTGAAGT 320 12
PCR34 CAGCATC TTAACTC 382 74 PCR84 ACGCAAC ACTATCA 321 13
PCR35 TTCTAGG TAGTCTA 383 75 PCR85 GCATTGG TTGGATC 322 14
PCR36 CCTCTAG TGCATGA 384 76 PCR86 GATCTCG CGACCTG 323 15
PCR37 CCGGATA AATAAGC 385 77 PCR87 CAATATG TAATGCG 324 16
PCR38 GCCGCCT AGCCTTG 386 78 PCR88 TGACGTC AGGTACC 325 17
PCR39 AACGACC CCAACCT 387 79 PCR89 GATGCCA TGCGTCC 326 18
PCR40 CCAGCGG GCAGAAG 388 80 PCR90 CAATTAC GAATCTC 327 19
PCR41 TAGTTCC AGAATTA 389 81 PCR91 AGATAGG CATGCTC 328 20
PCR42 TGGCAAT CAGCATC 390 82 PCR92 CCGATTG ACGCAAC 329 21
PCR43 CGTATAT TTCTAGG 391 83 PCR93 ATGCCGC GCATTGG 330 22
PCR44 GCTAATC CCTCTAG 392 84 PCR94 CAGTACT GATCTCG 331 23
PCR45 GACTTCT CCGGATA 393 85 PCR95 AATAGTA CAATATG 332 24
PCR46 GTACTAT GCCGCCT 394 86 PCR96 CATCCGG TGACGTC 333 25
PCR47 CGAGATC AACGACC 395 87 PCR97 TCATGGT GATGCCA 334 26
PCR48 CGCAGCC CCAGCGG 396 88 PCR98 AGAACCG CAATTAC 335 27
PCR49 TCGCAGG TAGTTCC 301 89 PCR99 TGGAATA AGATAGG 336 28
PCR50 CTCTGCA TGGCAAT 302 90 PhiX GACGATT GACGGCG 370 62

Table A.4: Read groups used in Chapter 4 along with the sequence of the indices and
Illumina index numbers.
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avg. edit correctly correctly wrongly wrongly 0 mismatches 1 mismatch 2 or error
distance assigned assigned assigned assigned more rate for

QC passed QC failed QC passed QC failed mismatches QC passed

0.002408 12,374,119 29 1 0 11,962,540 405,318 6,291 0.00%
0.010169 12,373,301 847 0 1 10,725,994 1,540,905 107,250 0.00%
0.020160 12,368,861 5,277 2 9 9,305,305 2,679,637 389,207 0.00%
0.029793 12,358,306 15,809 3 31 8,105,076 3,481,942 787,131 0.00%
0.039433 12,339,811 34,251 9 78 7,048,970 4,047,523 1,277,656 0.00%
0.048776 12,311,489 62,491 12 157 6,146,987 4,410,820 1,816,342 0.00%
0.057784 12,274,074 99,708 29 338 5,379,913 4,618,279 2,375,957 0.00%
0.066878 12,221,546 151,926 42 635 4,697,957 4,713,000 2,963,192 0.00%
0.075641 12,160,346 212,680 64 1,059 4,119,163 4,712,652 3,542,334 0.00%
0.084253 12,085,534 286,819 89 1,707 3,613,460 4,648,446 4,112,243 0.00%
0.092736 11,998,912 372,511 151 2,575 3,169,831 4,535,227 4,669,091 0.00%
0.101145 11,898,460 471,721 205 3,763 2,783,384 4,381,588 5,209,177 0.00%
0.109136 11,789,483 579,097 260 5,309 2,456,736 4,212,362 5,705,051 0.00%
0.117206 11,664,964 701,423 368 7,394 2,163,380 4,017,595 6,193,174 0.00%
0.125214 11,528,595 835,066 420 10,068 1,903,980 3,813,182 6,656,987 0.00%
0.132844 11,388,127 972,122 534 13,366 1,684,998 3,609,607 7,079,544 0.00%
0.140526 11,234,310 1,122,111 698 17,030 1,486,412 3,399,036 7,488,701 0.01%
0.147897 11,076,751 1,274,925 868 21,605 1,317,939 3,198,341 7,857,869 0.01%
0.155148 10,909,794 1,435,683 1,022 27,650 1,169,888 3,005,939 8,198,322 0.01%
0.162508 10,731,576 1,607,100 1,288 34,185 1,034,347 2,807,681 8,532,121 0.01%
0.169414 10,555,336 1,775,939 1,516 41,358 921,690 2,631,870 8,820,589 0.01%
0.176525 10,362,080 1,959,683 1,757 50,629 815,864 2,452,554 9,105,731 0.02%
0.183351 10,171,497 2,139,740 2,061 60,851 727,790 2,286,576 9,359,783 0.02%
0.190047 9,979,106 2,320,527 2,437 72,079 648,330 2,128,565 9,597,254 0.02%
0.196708 9,779,898 2,506,808 2,761 84,682 577,456 1,978,848 9,817,845 0.03%
0.203133 9,581,645 2,690,309 3,087 99,108 516,142 1,837,545 10,020,462 0.03%
0.209702 9,376,786 2,878,642 3,657 115,064 460,367 1,705,867 10,207,915 0.04%
0.215989 9,170,620 3,067,416 3,966 132,147 410,283 1,583,551 10,380,315 0.04%
0.222165 8,967,960 3,249,621 4,513 152,055 368,415 1,469,445 10,536,289 0.05%
0.228286 8,764,114 3,432,621 4,981 172,433 329,986 1,363,794 10,680,369 0.06%
0.234293 8,563,485 3,610,821 5,398 194,445 294,948 1,261,862 10,817,339 0.06%
0.240130 8,361,952 3,788,095 6,069 218,033 265,964 1,172,482 10,935,703 0.07%
0.245970 8,161,182 3,961,789 6,572 244,606 238,975 1,087,117 11,048,057 0.08%
0.251751 7,960,228 4,134,271 7,191 272,459 214,151 1,005,856 11,154,142 0.09%
0.257444 7,757,196 4,307,519 8,025 301,409 191,882 932,307 11,249,960 0.10%
0.263088 7,559,422 4,472,017 8,819 333,891 172,448 863,078 11,338,623 0.12%
0.268502 7,367,339 4,631,315 9,260 366,235 155,434 799,425 11,419,290 0.13%
0.273824 7,179,504 4,782,441 10,071 402,133 140,083 742,376 11,491,690 0.14%
0.279133 6,990,316 4,934,765 10,947 438,121 126,579 687,184 11,560,386 0.16%
0.284395 6,809,979 5,074,764 11,593 477,813 114,574 637,054 11,622,521 0.17%
0.289590 6,621,120 5,222,775 12,424 517,830 103,693 590,018 11,680,438 0.19%
0.294594 6,445,396 5,355,157 13,339 560,257 93,404 546,745 11,734,000 0.21%
0.299673 6,266,929 5,488,381 14,353 604,486 84,181 507,277 11,782,691 0.23%
0.304587 6,096,095 5,611,609 15,211 651,234 76,847 470,773 11,826,529 0.25%
0.309421 5,928,675 5,731,211 16,346 697,917 69,722 435,871 11,868,556 0.27%
0.314206 5,766,160 5,842,967 17,101 747,921 62,569 405,096 11,906,484 0.30%
0.318938 5,606,108 5,949,529 18,190 800,322 57,340 375,096 11,941,713 0.32%
0.323720 5,447,198 6,053,435 19,140 854,376 51,726 347,396 11,975,027 0.35%
0.328343 5,288,741 6,156,930 20,350 908,128 47,175 322,750 12,004,224 0.38%
0.332825 5,143,582 6,244,076 21,403 965,088 42,879 300,473 12,030,797 0.41%
0.337214 4,997,095 6,334,509 22,246 1,020,299 38,762 278,974 12,056,413 0.44%

Table A.5: Tally of the mismatches found in the indices at various levels of simulated error
rates. The remaining columns present the number of correctly and incorrectly classified
sequences by deML, both for those that passed and failed default thresholds. The columns
with 0 and 1 mismatch represent the limit of the default software provided by Illumina.
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Sample HaploGrep Predicted Sample HaploGrep Predicted
ID Quality Haplogroup ID Quality Haplogroup

JQ703873 94.1 A2i GQ301880 87.1 M22b
KC711027 89.5 B2a1 FJ543105 96.9 M23
AP008393 95.1 B4c1b1a KJ154498 96.5 M27a
DQ834259 63.3 B4c1b2c KJ154685 86.5 M27b
AP008788 91.2 B4f KJ154771 96.0 M27c
KF540901 83.2 B5a2a2 KJ154541 93.7 M28a
AP008273 96.7 B5b1a2 DQ137407 98.7 M29a
FJ951464 95.3 C5b1a KC990685 75.0 M2a1a
FJ951600 85.9 D4 EU443449 98.5 M2b3a
FJ858886 89.6 D4b1 KC911426 91.1 M2c
FJ168748 97.0 D4h3a9 AY950293 96.7 M31a1b
FJ951465 100.0 D5a2a2 GQ389779 98.4 M32c
KJ154788 98.8 E1b1 HM030510 91.0 M33b1
KF849964 94.4 F1a1d JX462713 97.0 M33d
KC252477 100.0 F3b1a AY922304 98.3 M34a1a
KF451331 93.9 F4a2 FJ383405 89.4 M38b
KF148403 92.9 G2a1 KC990670 72.0 M42’74
HM454265 92.2 I1a DQ404443 83.3 M42a
JQ797764 94.8 J1b1a2b FJ380216 82.3 M42b
JQ797929 96.2 J2a2b FJ383746 89.4 M42b1a
JQ702671 95.9 K1a1b1a KC990667 63.0 M5
KJ185548 98.9 L0a1b1a1 JX289098 91.5 M50a2
EF184602 94.8 L0a2 GQ301882 97.2 M51a2
KC533465 87.7 L0a2a2a FJ383491 94.0 M52b1a
KJ185995 84.5 L0a’b FJ383439 94.6 M53b
EU092936 94.1 L0b KC896622 97.3 M55
KF672800 89.8 L0b FJ383762 87.9 M57a
KC346214 97.6 L0d1b2b2a JX289110 81.9 M58
KC533490 94.4 L0d1c1a DQ834260 79.4 M59
KC346193 98.9 L0d2a1c KC505104 87.6 M59
KC345912 98.9 L0d2b1a1a JQ446396 83.7 M5a1a
KC346210 97.3 L0d2c1a KC990648 72.3 M5a2a1a
KC533475 98.8 L0d3b FJ383550 84.1 M5b2b1

Table A.6: Mitochondrial sources of contamination provided with schmutzi.
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Sample HaploGrep Predicted Sample HaploGrep Predicted
ID Quality Haplogroup ID Quality Haplogroup

EF184595 82.6 L0f FJ544233 96.6 M62b2
EF184598 87.4 L0f KC887484 96.9 M68a1a
EU092870 90.2 L0f1 HM596653 79.1 M69
KJ185400 88.1 L0f1 FJ383302 93.7 M6a1a
EF184596 85.3 L0f2a GQ119039 94.2 M73a
EF184599 91.0 L0f2a HM030520 88.0 M74b
EF184597 97.8 L0f2a1 HM030540 90.6 M75
EU092786 100.0 L0f2b HM030525 81.1 M76
KC345794 100.0 L0k1a2 AP009443 98.0 M7a1b2
KM101649 98.4 L1b1a4 KF540526 99.0 M7b1a1i
KC533514 87.4 L1c1 KC252522 88.1 M8a3a
HM771141 98.1 L1c1a1a1a JX289130 89.1 M91a
JX303768 90.5 L1c1a2 KC887486 100.0 M91b
KJ185481 95.0 L1c1b JN048455 60.7 N10
JQ701901 92.3 L1c1c HM030542 84.3 N10a
HM771166 91.9 L1c1d HM030500 98.8 N10b
KJ185466 92.1 L1c2a2 KF540803 82.6 N11a
EU092718 94.3 L1c3a1a GU733776 97.9 N11b
KC257334 97.1 L1c3b2 JN226143 85.9 N13
HM771117 97.8 L1c4a JQ705527 94.9 N1a1a1a2
JX303797 98.5 L1c5 JQ704073 94.2 N1a3a1
EU273489 90.0 L1c6 EF661011 97.7 N1b1a2
JQ044836 90.4 L1c6 KC867135 99.7 N3a
EF184581 77.0 L2’3’4’6+ GU480021 76.4 N5a
JQ045090 99.2 L2a1f KC505118 97.4 N7a1
KJ185427 88.4 L2a5 HM030548 89.2 N8
JQ701833 97.5 L2b1a3 AY289059 74.4 O
JQ044878 99.2 L2c2b2 KC993994 98.8 P10
KJ185421 98.1 L2d1a EF061154 78.0 P3b1
KJ185902 95.6 L2e1a EF061158 92.6 P4a
DQ341081 96.5 L3a1b AY289064 80.3 P4b
JN655803 79.0 L3a+709 AY289053 73.8 P6
KJ185776 97.0 L3b1a1a KF451181 99.1 Q1c

Table A.7: Mitochondrial sources of contamination provided with schmutzi (cont.).
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Sample HaploGrep Predicted Sample HaploGrep Predicted
ID Quality Haplogroup ID Quality Haplogroup

DQ341074 94.0 L3c KJ154822 95.0 Q2a
KC622102 100.0 L3d3a1a AY289079 85.1 Q3a
JX303776 96.0 L3e1 JF824990 87.0 R11b
EU092895 92.5 L3e3b AY714045 96.6 R1a1a
JN655842 90.1 L3f1a1 KC911319 77.7 R2
JQ045052 92.2 L3f1b1a AY963584 93.6 R21
JN655832 83.7 L3f2a1 GU170818 86.7 R30a1b1
EU092877 84.6 L3f2b AY714050 88.7 R30b1
AF347000 96.3 L3h1a2a1 FJ004826 98.2 R31a1
JN655838 94.8 L3h1b1a AY714046 92.8 R31b
JN655820 97.7 L3h2 FJ004811 99.0 R7b1a1
JN655789 95.0 L3k1 JF742196 90.7 R8a1a1a2
JN655802 88.7 L3x2a DQ404441 89.4 S1a
FJ460531 95.8 L4a1 AY289067 96.6 S3
JQ044848 93.6 L4b1a JQ705673 94.5 T2e
EU092951 96.9 L4b2a2b KC911502 90.2 U1a1a
EF556173 97.8 L5a1a JQ705704 92.5 U1b1
KC911364 94.5 L5b1a KC533515 96.4 U2a2
EU092802 93.8 L6a KF450851 95.4 U2b2
FJ770941 82.5 M JX984460 83.0 U2c1
KF451676 92.5 M10a1+16129 KC990647 62.3 U2c1
KC709481 92.8 M11c JQ706067 92.4 U2d2
KJ446520 96.2 M12a1a2 KJ445816 91.0 U2e1h
KF451769 81.6 M13 JX153094 87.3 U3a2
FJ544230 95.6 M13a2 JQ704121 96.7 U4c1a
JX289092 90.0 M13c GU296627 95.0 U5b2b1a2
EF495222 77.7 M14 KC152579 91.4 U6a5
GU810076 92.3 M17a KC911508 92.3 U7a3
DQ779925 93.8 M1a3b JX273294 85.5 U8b1a2
HM030505 96.9 M20 KC911536 83.4 U8b1a2
GQ119046 84.2 M21a AY339492 96.6 W1a
JF739541 87.9 M21b1a JN415482 90.1 X2b+226
JX289109 94.9 M21b2

Table A.8: Mitochondrial sources of contamination provided with schmutzi (cont.).
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type of sample Genbank accession

Revised Cambridge Reference Sequence (rCRS) NC 012920
present-day human AF347008
present-day human AY195788
present-day human AF347015
present-day human AF347014
present-day human AY289070
present-day human AF381982
present-day human AY195773
present-day human AY195779
present-day human AY882391
present-day human AY882415
present-day human AY882404
present-day human AF346963
present-day human AY882386
present-day human AY289093
present-day human AF347007
present-day human AY289095
present-day human AY289060
present-day human AY195752
present-day human AY882417
present-day human AY195789
Denisovan phalanx NC 013993
Sima de los Huesos NC 023100
Neanderthal Mezmaiskaya1 FM865411
Neanderthal Feldhofer1 FM865407
Neanderthal Feldhofer2 FM865408
Neanderthal Vindija33.25 FM865410
Neanderthal Vindija33.16 AM948965
Neanderthal Sidron FM865409
Neanderthal Altai KC879692
Pan paniscus NC 001644

Table A.9: Description of samples used in the maximum likelihood tree with accession
identifier
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Contamination schmutzi PMDtools
rate Default Multiple and hstlib

parameters Contaminants

0.01 16570/0/0 † 16570/0/0 16566/1/3
0.05 16570/0/0 † 16570/0/0 16566/1/3
0.10 16570/0/0 † 16570/0/0 16566/1/3
0.15 16570/0/0 16570/0/0 16566/1/3
0.20 16570/0/0 16567/1/2 16566/1/3
0.25 16570/0/0 16567/1/2 16566/1/3
0.30 16570/0/0 16567/1/2 16566/1/3
0.35 16570/0/1 16567/1/3 16566/1/3
0.40 16569/1/1 16567/1/3 16566/1/3
0.45 16569/1/1 16547/21/3 16566/1/3
0.50 16569/1/1 16547/21/3 16566/1/3
0.55 16569/1/1 16547/21/3 16566/1/3
0.60 16570/0/2 16547/21/3 16566/1/3
0.65 16570/0/2 16547/21/3 16566/1/3
0.70 16570/0/2 16547/21/3 16566/1/3
0.75 16569/1/2 ‡ 16547/21/3 16566/1/3
0.80 16569/1/2 ‡ 16547/21/3 16566/1/3
0.85 NA/NA/NA ∗ 16547/21/3 16564/3/3
0.90 NA/NA/NA ∗ 16547/21/3 16564/3/3
0.95 NA/NA/NA ∗ 16547/21/3 16560/7/3

Table A.10: Edit distance to the original endogenous genome using an early modern
human genome and a double-stranded protocol. The original endogenous genome had
16547 matches, 21 mismatches and 3 indels to the contaminant. A † symbol on a data
point indicates that the algorithm did not continue on to the second iteration due to
a lack of detected contaminant at low simulated contamination rates, thus the results
presented are the ones from the first iteration. Sets marked with a ‡ indicate that the
predicted contaminant was used as a contaminant source. For very hard targets (e.g.,
EHM with around 90% contamination), the workflow provided by the wrapper script
diverges even with the option of using the contaminant source. For such hard targets,
manual intervention would be required and data that caused this type of problem are
marked with an ∗.
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Contamination schmutzi mpileup consensus
rate Default Multiple on deaminated

parameters Contaminants fragments

0.01 16570/0/1 † 16570/0/0 16567/1/2
0.05 16570/0/0 † 16570/0/0 16567/1/2
0.10 16570/0/0 † 16570/0/0 16567/1/2
0.15 16570/0/0 16570/0/0 16567/1/2
0.20 16570/0/0 16567/1/2 16567/1/2
0.25 16570/0/0 16567/1/2 16567/1/2
0.30 16570/0/0 16567/1/2 16567/1/2
0.35 16570/0/0 16567/1/3 16567/1/2
0.40 16569/1/1 16567/1/3 16567/1/2
0.45 16569/1/1 16548/20/3 16567/1/2
0.50 16570/0/2 16547/21/3 16567/1/2
0.55 16569/1/1 16547/21/3 16567/1/2
0.60 16570/0/2 16547/21/3 16566/2/2
0.65 16570/0/2 16547/21/3 16566/2/2
0.70 16570/0/2 16547/21/3 16562/6/2
0.75 16570/0/2 16547/21/3 16562/6/2
0.80 16570/0/2 ‡ 16547/21/3 16561/7/2
0.85 16569/1/2 ‡ 16547/21/3 16558/7/5
0.90 16569/1/2 ‡ 16547/21/3 16561/7/2
0.95 16568/2/2 ‡ 16547/21/3 16553/10/7

Table A.11: Edit distance to the original endogenous genome using an early modern
human genome and a single-stranded protocol. The original endogenous genome had
16547 matches, 21 mismatches and 3 indels to the contaminant. A † symbol on a data
point indicates that the algorithm did not continue on to the second iteration due to
a lack of detected contaminant at low simulated contamination rates, thus the results
presented are the ones from the first iteration. Sets marked with a ‡ indicate that the
predicted contaminant was used as a contaminant source.
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Contamination schmutzi PMDtools
rate Default Multiple and hstlib

parameters Contaminants

0.01 16565/0/0 16565/0/0 16561/2/6
0.05 16565/0/0 † 16565/0/0 16561/2/6
0.10 16565/0/0 16565/0/0 16561/2/6
0.15 16565/0/0 16565/0/0 16560/3/6
0.20 16565/0/0 16564/1/0 16560/3/6
0.25 16565/0/0 16562/2/1 16558/5/6
0.30 16564/1/0 16559/5/5 16558/5/6
0.35 16564/1/0 16550/3/28 16556/7/6
0.40 16564/1/0 16542/22/6 16555/8/6
0.45 16564/1/0 16355/209/6 16553/10/6
0.50 16563/2/0 16355/209/6 16553/10/6
0.55 16564/1/0 16355/209/6 16554/9/6
0.60 16563/2/0 16355/209/6 16551/12/6
0.65 16563/1/1 16355/209/6 16551/12/6
0.70 16562/1/2 16355/209/6 16548/15/6
0.75 16563/1/1 16355/209/6 16546/17/6
0.80 16561/2/2 ‡ 16355/209/6 16545/18/6
0.85 16563/1/1 ‡ 16355/209/6 16544/19/6
0.90 16561/3/1 ‡ 16355/209/6 16539/24/6
0.95 16550/15/7 ‡ 16355/209/6 16532/31/6

Table A.12: Edit distance to the original endogenous genome using a Neandertal genome
and a double-stranded protocol. The original endogenous genome had 16355 matches,
209 mismatches and 6 indels to the contaminant. A † symbol on a data point indicates
that the algorithm did not continue on to the second iteration due to a lack of detected
contaminant at low simulated contamination rates, thus the results presented are the ones
from the first iteration. Sets marked with a ‡ indicate that the predicted contaminant
was used as a contaminant source.
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Contamination schmutzi mpileup consensus
rate Default Multiple on deaminated

parameters Contaminants fragments

0.01 16565/0/0 16565/0/0 16565/0/0
0.05 16565/0/0 16565/0/0 16565/0/0
0.10 16565/0/0 16565/0/0 16565/0/0
0.15 16565/0/0 16564/1/0 16565/0/0
0.20 16565/0/0 16564/1/0 16565/0/0
0.25 16565/0/0 16562/2/1 16565/0/0
0.30 16564/1/0 16559/5/5 16565/0/0
0.35 16564/1/0 16550/3/28 16565/0/0
0.40 16564/1/0 16549/15/6 16565/0/0
0.45 16564/1/0 16356/208/6 16565/0/0
0.50 16564/1/0 16355/209/6 16565/0/0
0.55 16564/1/0 16355/209/6 16564/0/1
0.60 16564/1/0 16355/209/6 16563/1/1
0.65 16563/1/1 16355/209/6 16560/4/1
0.70 16564/1/0 16355/209/6 16556/8/1
0.75 16563/1/1 16355/209/6 16546/7/23
0.80 16563/1/1 16355/209/6 16548/15/6
0.85 16564/1/0 16355/209/6 16544/20/1
0.90 16563/2/0 16355/209/6 16536/25/4
0.95 16558/7/0 16355/209/6 16524/33/12

Table A.13: Edit distance to the original endogenous genome using a Neandertal genome
and a single-stranded protocol. The original endogenous genome had 16355 matches, 209
mismatches and 6 indels to the contaminant.
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Contamination schmutzi PMDtools
rate Default Multiple and hstlib

parameters Contaminants

0.01 16569/1/0 16569/1/0 16557/2/19
0.05 16569/1/0 16569/1/1 16557/2/19
0.10 16569/1/1 16566/2/2 16557/2/19
0.15 16569/1/1 16566/2/5 16557/2/19
0.20 16568/2/0 16559/3/11 16557/2/19
0.25 16567/3/0 16558/4/12 16557/2/19
0.30 16567/2/1 16554/8/14 16557/2/19
0.35 16567/2/1 16552/9/17 16555/4/19
0.40 16567/3/0 16515/46/17 16554/5/19
0.45 16567/3/2 16174/387/17 16554/5/19
0.50 16568/2/0 16174/387/17 16551/8/19
0.55 16568/2/2 16174/387/17 16550/9/19
0.60 16566/2/4 16174/387/17 16549/10/19
0.65 16566/2/4 16174/387/17 16547/12/19
0.70 16566/2/4 16174/387/17 16544/15/19
0.75 16566/2/4 16174/387/17 16541/18/19
0.80 16566/4/2 16174/387/17 16534/25/19
0.85 16567/3/4 16174/387/17 16532/27/19
0.90 16565/5/7 ‡ 16174/387/17 16529/31/17
0.95 NA/NA/NA ∗ 16174/387/17 16512/48/17

Table A.14: Edit distance to the original endogenous genome using a Denisovan genome
and a double-stranded protocol. The original endogenous genome had 16174 matches,
387 mismatches and 17 indels to the contaminant. Sets marked with a ‡ indicate that
the predicted contaminant was used as a contaminant source. For very hard targets (e.g.
95% contamination), the workflow provided by the wrapper script diverges even with
the option of using the contaminant source. For such hard targets, manual intervention
would be required and data that caused this type of problem are marked with an ∗.
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Contamination schmutzi mpileup consensus
rate Default Multiple on deaminated

parameters Contaminants fragments

0.01 16569/1/0 16569/1/0 16560/1/9
0.05 16569/1/0 16569/1/0 16560/1/9
0.10 16569/1/0 16566/2/2 16560/1/9
0.15 16569/1/0 16566/2/5 16560/1/9
0.20 16567/3/0 16559/3/11 16560/2/8
0.25 16568/2/0 16559/3/14 16560/2/8
0.30 16567/3/0 16555/7/14 16559/3/8
0.35 16567/3/0 16552/9/17 16560/2/8
0.40 16567/3/0 16542/19/17 16566/1/3
0.45 16567/3/0 16174/387/17 16560/1/9
0.50 16567/2/1 16174/387/17 16560/2/8
0.55 16568/2/0 16174/387/17 16559/3/8
0.60 16567/3/2 16174/387/17 16561/1/8
0.65 16567/3/2 16174/387/17 16560/1/9
0.70 16568/2/2 16174/387/17 16557/5/8
0.75 16569/1/2 16174/387/17 16558/9/3
0.80 16568/2/2 16174/387/17 16549/13/8
0.85 16569/1/4 16174/387/17 16538/23/12
0.90 16569/1/2 16174/387/17 16524/37/12
0.95 16563/7/7 16174/387/17 16505/56/12

Table A.15: Edit distance to the original endogenous genome using a Denisovan genome
and a single-stranded protocol. The original endogenous genome had 16174 matches, 387
mismatches and 17 indels to the contaminant.
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Contamination MIA
rate (with -k 12)

EMH Neanderthal Denisovan

0.01 16570/0/0 16523/1/4 16560/0/5
0.05 16565/1/3 16549/10/4 16565/0/6
0.10 16565/1/3 16545/10/4 16565/0/6
0.15 16565/1/3 16528/10/4 16548/0/12
0.20 16562/1/3 16360/11/4 16211/0/14
0.25 16547/1/3 16355/13/5 16175/2/14
0.30 16547/1/3 16355/18/5 16175/5/15
0.35 16547/1/3 16355/18/6 16174/19/17
0.40 16547/1/3 16355/20/6 16174/27/17
0.45 16547/2/3 16355/29/6 16174/30/17
0.50 16547/3/3 16355/44/6 16174/41/17
0.55 16547/3/3 16355/58/6 16174/65/17
0.60 16547/3/3 16355/109/6 16174/106/17
0.65 16547/3/3 16355/195/6 16174/220/17
0.70 16547/16/3 16355/209/6 16174/386/17
0.75 16547/20/3 16355/209/6 16174/387/17
0.80 16547/21/3 16355/209/6 16174/387/17
0.85 16547/20/3 16355/209/6 16174/387/17
0.90 16547/21/3 16355/209/6 16174/387/17
0.95 16547/21/3 16355/209/6 16174/387/17

Table A.16: Edit distance of the consensus genome predicted using MIA to the original
endogenous genome when using a double-strand protocol. The contaminant genome had
16547 matches, 21 mismatches and 3 indels to the early modern human genome, 16355
matches, 209 mismatches and 6 indels to the Neandertal genome and 16174 matches, 387
mismatches and 17 indels to the Denisova genome.
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Contamination schmutzi with default
rate parameters

EMH Neanderthal Denisovan

0.01 16538/20/44 † 16442/127/40 16311/254/150
0.05 16537/21/34 † 16358/211/62 † 16563/2/13
0.10 16544/25/11 † 16567/0/2 16566/0/6
0.15 16568/1/2 16567/0/2 16566/3/2
0.20 16568/1/2 16569/0/0 16568/0/1
0.25 16568/1/2 16569/0/0 16569/0/0
0.30 16569/0/1 16569/0/0 16569/0/0
0.35 16569/0/0 16569/0/0 16569/0/0
0.40 16569/0/0 16569/0/0 16569/0/0
0.45 16569/0/0 16569/0/0 16569/0/0
0.50 16569/0/0 16569/0/0 16569/0/0
0.55 16569/0/0 16569/0/0 16569/0/0
0.60 16569/0/0 16569/0/0 16569/0/0
0.65 16569/0/0 16569/0/0 16569/0/0
0.70 16569/0/0 16569/0/0 16569/0/0
0.75 16569/0/0 ‡ 16569/0/0 16569/0/0
0.80 16569/0/0 ‡ 16569/0/0 ‡ 16569/0/0
0.85 NA/NA/NA ∗ 16569/0/0 ‡ 16569/0/0
0.90 NA/NA/NA ∗ 16569/0/0 ‡ 16569/0/0 ‡

0.95 NA/NA/NA ∗ 16569/0/0 ‡ NA/NA/NA ∗

Table A.17: Edit distance of the predicted contaminant genome to the original contami-
nant genome when using a double-strand protocol. The contaminant genome had 16547
matches, 21 mismatches and 3 indels to the early modern human (EMH) genome, 16355
matches, 209 mismatches and 6 indels to the Neandertal genome and 16174 matches, 387
mismatches and 17 indels to the Denisova genome. A † symbol on a data point indicates
that the algorithm did not continue on to the second iteration due to a lack of detected
contaminant at low simulated contamination rates, thus the results presented are the ones
from the first iteration. Sets marked with a ‡ indicate that the predicted contaminant
was used as a contaminant source. For very hard targets (e.g., EHM with around 90%
contamination), the workflow provided by the wrapper script diverges even with the op-
tion of using the contaminant source. For such hard targets, manual intervention would
be required and data that caused this type of problem are marked with an ∗.
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Contamination schmutzi with default
rate parameters

EMH Neanderthal Denisovan

0.01 16537/21/35 † 16435/134/12 16196/369/114
0.05 16538/20/35 † 16567/0/2 16565/1/13
0.10 16537/21/35 † 16567/0/2 16566/0/6
0.15 16568/1/2 16568/0/1 16566/3/2
0.20 16568/1/2 16569/0/0 16566/3/0
0.25 16568/1/2 16569/0/0 16569/0/0
0.30 16569/0/0 16569/0/0 16569/0/0
0.35 16569/0/0 16569/0/0 16569/0/0
0.40 16569/0/0 16569/0/0 16569/0/0
0.45 16569/0/0 16569/0/0 16569/0/0
0.50 16569/0/0 16569/0/0 16569/0/0
0.55 16569/0/0 16569/0/0 16569/0/0
0.60 16569/0/0 16569/0/0 16569/0/0
0.65 16569/0/0 16569/0/0 16569/0/0
0.70 16569/0/0 16569/0/0 16569/0/0
0.75 16569/0/0 16569/0/0 16569/0/0
0.80 16569/0/0 ‡ 16569/0/0 16569/0/0
0.85 16569/0/0 ‡ 16569/0/0 16569/0/0
0.90 16569/0/0 ‡ 16569/0/0 16569/0/0
0.95 16569/0/0 ‡ 16569/0/0 16569/0/0

Table A.18: Edit distance of the predicted contaminant genome to the original con-
taminant genome when using a single-strand protocol. The contaminant genome had
16547 matches, 21 mismatches and 3 indels to the early modern human genome, 16355
matches, 209 mismatches and 6 indels to the Neandertal genome and 16174 matches, 387
mismatches and 17 indels to the Denisova genome. A † symbol on a data point indicates
that the algorithm did not continue on to the second iteration due to a lack of detected
contaminant at low simulated contamination rates, thus the results presented are the ones
from the first iteration. Sets marked with a ‡ indicate that the predicted contaminant
was used as a contaminant source.
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deam. subsampling fraction
rates 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
(%)

1 99.5±0.5 98.5±0.5 74.0±2.5 64.5±1.5 56.0±3.0 47.0±2.5 63.5±2.0 64.5±2.0 73.0±1.0 70.5±1.0
5 52.5±2.5 62.0±1.5 56.5±1.5 55.5±1.5 54.0±1.0 57.5±1.0 55.5±1.0 58.0±0.5 55.5±0.5 55.5±0.5

10 65.0±1.0 63.0±1.0 59.0±1.0 56.5±1.0 56.0±0.5 54.0±0.5 53.5±0.5 52.5±0.5 52.0±0.5 52.0±0.5
15 50.0±1.0 52.5±0.5 53.5±0.5 53.5±0.5 52.5±0.5 52.5±0.5 52.5±0.5 53.5±0.5 51.5±0.5 51.0±0.5
20 54.5±1.0 55.0±1.0 55.5±0.5 55.0±0.5 55.5±0.5 54.5±0.5 54.0±0.5 54.0±0.5 54.5±0.5 54.0±0.5
25 51.5±1.0 54.5±1.0 54.0±0.5 53.5±0.5 53.5±0.5 52.5±0.5 52.5±0.5 52.0±0.5 51.5±0.5 52.0±0.5
30 53.0±1.0 52.0±0.5 50.5±0.5 50.0±0.5 50.0±0.5 50.0±0.5 50.0±0.5 49.5±0.5 49.0±0.5 49.5±0.5
35 54.5±0.5 52.5±0.5 51.0±0.5 51.5±0.5 52.5±0.5 52.0±0.5 52.5±0.5 52.5±0.5 52.5±0.5 53.0±0.5
40 51.5±0.5 52.0±0.5 52.0±0.5 52.0±0.5 52.0±0.5 52.5±0.5 52.5±0.5 52.0±0.5 52.0±0.5 52.5±0.5
45 50.0±0.5 51.5±0.5 52.0±0.5 52.0±0.5 52.5±0.5 52.5±0.5 52.5±0.5 52.5±0.5 52.0±0.5 52.5±0.5
50 52.0±0.5 52.5±0.5 52.0±0.5 52.0±0.5 52.0±0.5 52.0±0.5 52.0±0.5 52.0±0.5 52.0±0.5 52.0±0.5
55 50.5±0.5 52.5±0.5 53.0±0.5 53.0±0.5 53.0±0.5 53.0±0.5 53.0±0.5 53.0±0.5 53.0±0.5 53.5±0.5
60 53.0±0.5 53.0±0.5 53.0±0.5 53.5±0.5 53.0±0.5 53.0±0.5 53.0±0.5 53.0±0.5 53.0±0.5 53.0±0.5
65 53.5±0.5 53.0±0.5 52.0±0.5 52.5±0.5 52.5±0.5 52.5±0.5 52.0±0.5 52.5±0.5 52.5±0.5 52.5±0.5
70 53.5±0.5 53.0±0.5 53.0±0.5 53.0±0.5 53.0±0.5 53.0±0.5 53.0±0.5 53.0±0.5 53.0±0.5 53.0±0.5
75 53.0±0.5 52.5±0.5 53.0±0.5 53.0±0.5 53.0±0.5 53.0±0.5 53.0±0.5 53.0±0.5 53.0±0.5 53.0±0.5
80 53.5±0.5 54.0±0.5 53.5±0.5 53.5±0.5 53.5±0.5 53.5±0.5 53.5±0.5 53.5±0.5 53.5±0.5 53.0±0.5
85 52.5±0.5 53.0±0.5 53.0±0.5 53.0±0.5 53.0±0.5 53.0±0.5 53.0±0.5 53.0±0.5 53.0±0.5 53.0±0.5
90 53.0±0.5 53.0±0.5 53.0±0.5 53.5±0.5 53.5±0.5 53.5±0.5 53.5±0.5 53.5±0.5 53.0±0.5 53.5±0.5
95 53.5±0.5 53.5±0.5 53.5±0.5 53.5±0.5 53.5±0.5 53.5±0.5 53.5±0.5 53.5±0.5 53.5±0.5 53.5±0.5

Table A.19: Contamination estimate based on deamination patterns as a fraction of amount of data and deamination
rates for datasets with a simulated contamination rate of 50%. The “subsampling fraction”, is the fraction of fragments
from the original 1M dataset that were used in the subsample.
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endog. contaminant
deam. deamination rates (%)
rates 0 1 2 3 4 5 6 7 8 9
(%)

1 70.5±1.0 73.0±0.5 64.5±0.5 61.0±0.5 58.0±0.5 54.0±0.5 53.5±0.5 49.0±0.5 53.0±0.5 50.5±0.5
5 55.5±0.5 38.0±0.5 30.5±0.5 28.0±1.0 30.5±1.0 23.5±0.5 26.5±0.5 22.0±0.5 19.5±0.5 26.0±0.5

10 52.0±0.5 32.0±0.5 32.0±0.5 15.5±1.0 21.5±0.5 18.0±0.5 19.5±0.5 11.5±0.5 13.5±1.0 12.5±0.5
15 51.0±0.5 30.5±0.5 32.0±0.5 22.5±0.5 21.5±0.5 15.5±0.5 15.5±0.5 13.5±0.5 14.5±0.5 10.0±0.5
20 54.0±0.5 38.0±0.5 34.0±0.5 28.5±0.5 28.0±0.5 27.0±0.5 21.0±0.5 19.0±0.5 17.5±0.5 14.0±0.5
25 52.0±0.5 39.0±0.5 33.0±0.5 31.5±0.5 29.5±0.5 26.0±0.5 23.0±0.5 21.0±0.5 14.5±0.5 14.5±0.5
30 49.5±0.5 41.0±0.5 37.5±0.5 34.0±0.5 30.5±0.5 29.5±0.5 26.0±0.5 23.0±0.5 19.5±0.5 20.5±0.5
35 53.0±0.5 43.5±0.5 41.5±0.5 38.0±0.5 34.5±0.5 34.0±0.5 31.0±0.5 29.0±0.5 25.5±0.5 23.0±0.5
40 52.5±0.5 44.0±0.5 41.0±0.5 39.5±0.5 37.0±0.5 34.5±0.5 32.0±0.5 30.5±0.5 28.0±0.5 26.0±0.5
45 52.5±0.5 45.0±0.5 42.5±0.5 41.5±0.5 38.5±0.5 36.5±0.5 36.0±0.5 34.0±0.5 32.0±0.5 29.5±0.5
50 52.0±0.5 45.0±0.5 43.0±0.5 41.0±0.5 39.5±0.5 38.5±0.5 35.5±0.5 35.0±0.5 33.0±0.5 31.5±0.5
55 53.5±0.5 46.5±0.5 45.0±0.5 43.0±0.5 41.0±0.5 40.0±0.5 38.0±0.5 36.5±0.5 35.5±0.5 33.5±0.5
60 53.0±0.5 46.5±0.5 45.5±0.5 43.5±0.5 42.0±0.5 40.0±0.5 39.0±0.5 37.0±0.5 36.0±0.5 34.0±0.5
65 52.5±0.5 47.5±0.5 45.5±0.5 44.0±0.5 43.0±0.5 41.5±0.5 40.0±0.5 38.5±0.5 37.5±0.5 36.0±0.5
70 53.0±0.5 47.5±0.5 46.0±0.5 45.0±0.5 43.5±0.5 42.5±0.5 41.0±0.5 39.5±0.5 38.0±0.5 37.5±0.5
75 53.0±0.5 48.0±0.5 47.0±0.5 46.0±0.5 44.0±0.5 43.0±0.5 41.5±0.5 40.5±0.5 39.5±0.5 38.5±0.5
80 53.0±0.5 48.5±0.5 47.5±0.5 46.5±0.5 45.5±0.5 43.5±0.5 43.0±0.5 41.5±0.5 41.0±0.5 39.5±0.5
85 53.0±0.5 49.0±0.5 47.5±0.5 46.5±0.5 45.5±0.5 44.0±0.5 43.0±0.5 42.0±0.5 40.5±0.5 39.5±0.5
90 53.5±0.5 49.0±0.5 48.0±0.5 47.0±0.5 46.0±0.5 45.0±0.5 44.0±0.5 42.5±0.5 41.5±0.5 40.5±0.5
95 53.5±0.5 49.5±0.5 48.5±0.5 47.5±0.5 46.0±0.5 45.5±0.5 44.5±0.5 43.5±0.5 42.0±0.5 41.0±0.5

Table A.20: Effect of having deamination for contaminant fragments on the contamination estimate at various deami-
nation rates for endogenous fragments. The original simulated contamination rate was 50%.
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sample deamination rates for χ2 contDeam
type 5’end 3’end 3 test cont.

3’: C→T 3’: C→C 5’: C→T 5’: C→C 5’end 3’end est. (%)
χ2 p-value χ2 p-value patterns

Af. Gora 0.0510778 0.0424544 0.0385227 0.0319476 7.2993 0.006898 6.4212 0.01128 0.0±0.5
Altai Neand. 0.079841 0.0677685 0.305404 0.269203 37.0381 1.158e-09 33.8252 6.029e-09 11.5±0.5

Denisovan 0.0933588 0.0899034 0.515545 0.50517 2.5505 0.1103 2.6116 0.1061 2.5±1.0
Loschbour 0.0846782 0.0784448 0.372735 0.353486 5.0888 0.02408 5.5029 0.01898 4.5±1.0

Mal’ta 0.0297943 0.0291137 0.0337034 0.0329365 0.111 0.7391 0.2124 0.6449 0.0±0.5

Table A.21: Independence of deamination rates for 5’ and 3’ ends of aDNA fragments for various empirical datasets with
low levels of present-day human contamination. Two by two contingency χ2 tests were used with 1 degree of freedom.
The absence of independence between deamination rates at both ends for the Altai Neanderthal leads to an overestimate
of the endogenous deamination rate and, as a consequence, of contamination.
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position reference diagnostic predicted base quality on a predicted =
base base with max. likelihood PHRED scale diagnostic ?

73 A G G 1126.34 yes
151 C T T 206.893 yes
263 A G G 664.649 yes
709 G A A 1073.22 yes
750 A G G 1293.59 yes
930 G A A 309.252 yes

1438 A G G 994.094 yes
1888 G A A 284.227 yes
2706 A G G 244.6 yes
4216 T C C 96.8476 yes
4769 A G G 709.473 yes
4917 A G G 252.591 yes
5147 G A A 241.557 yes
7028 C T T 1151.05 yes
8697 G A A 40.3619 yes
8860 A G G 1082.47 yes
10463 T C T 65.6473 no
10750 A G G 899.204 yes
11251 A G G 411.396 yes
11719 G A A 1096.27 yes
11812 A G G 305.569 yes
13368 G A A 412.61 yes
14233 A G G 232.08 yes
14766 C T T 935.827 yes
14905 G A A 396.984 yes
15326 A G G 1146.32 yes
15452 C A A 308.629 yes
15607 A G G 297.883 yes
15928 G A A 80.2745 yes
16126 T C C 28.9019 yes
16294 C T T 226.685 yes
16296 C T T 212.763 yes
16304 T C C 210.421 yes

Table A.22: Predicted contaminant from the Mezmaiskaya sample B9687 with the diag-
nostic positions for the T2b3 haplogroup. The base quality reported is from the output
of schmutzi and is on a PHRED scale.
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position reference diagnostic predicted base quality on a predicted =
base base with max. likelihood PHRED scale diagnostic ?

73 A G G 1085.01 yes
151 C T T 122.804 yes
263 A G G 892.348 yes
709 G A A 1216.99 yes
750 A G G 1490.97 yes
930 G A A 231.495 yes

1438 A G G 1173.56 yes
1888 G A A 201.053 yes
2706 A G G 232.934 yes
4216 T C C 71.3592 yes
4769 A G G 957.917 yes
4917 A G G 264.455 yes
5147 G A A 173.945 yes
7028 C T T 1407.42 yes
8697 G A A 75.387 yes
8860 A G G 1127.82 yes
10463 T C C 25.2927 yes
10750 A G G 968.847 yes
11251 A G G 202.335 yes
11719 G A A 1444.12 yes
11812 A G G 165.341 yes
13368 G A A 179.121 yes
14233 A G G 263.217 yes
14766 C T T 1117.02 yes
14905 G A A 312.261 yes
15326 A G G 1409.39 yes
15452 C A A 146.847 yes
15607 A G G 293.051 yes
15928 G A A 236.537 yes
16126 T C C 143.69 yes
16294 C T T 108.801 yes
16296 C T T 133.758 yes
16304 T C C 135.182 yes

Table A.23: Predicted contaminant from the Mezmaiskaya sample B9688 with the diag-
nostic positions for the T2b3 haplogroup. The base quality reported is from the output
of schmutzi and is on a PHRED scale.
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Figure B.1 (preceding page): The observed versus predicted quality scores for each nu-
cleotide for a Genome Analyzer II (2009) run along with the RMSE. The graphs represent
Bustard (a), naiveBayesCall (b), Ibis (c), freeIbis with calibration (d) and AYB (e). AYB
provides a separate tool to recalibrate the quality scores based on observed quality scores
of clusters identified as controls. A downside of the freeIbis calibration method is, due
to the shape of a the logarithm of the logistic function, an approximation using a linear
function will underestimate data points around the origin and therefore, the actual error
rate of bases with a low quality will be overstated (i.e. low quality bases have actually a
higher observed quality score). This can be seen in (d) where low quality bases have a
lower error rate than the predicted one and remain above the diagonal.
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Figure B.2 (preceding page): The distribution of the quality scores for each nucleotide for
the Genome Analyzer II (2009) run for Bustard (a), naiveBayesCall (b), Ibis (c), freeIbis
with calibration (d) and AYB (e).
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Figure B.3: The observed versus predicted quality scores for a HiSeq (2010) for each
basecaller namely Bustard (a), naiveBayesCall (c), Ibis (b) and freeIbis with calibration
(d). AYB was unable to produce sequences for this control lane.
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Figure B.4: The distribution of the predicted quality scores for a HiSeq (2010) for Bustard
(a), naiveBayesCall (c), Ibis (b) and freeIbis with calibration (d). The skewed distribution
of the T nucleotide in the calibrated scores in freeIbis can be explained due to a higher
error rate for this given nucleotide. AYB was unable to produce sequences for this control
lane.
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Figure B.5 (preceding page): The observed versus predicted quality scores plots for
Genome Analyzer II (2011) for Bustard (a), naiveBayesCall (c), Ibis without calibra-
tion (b), freeIbis with calibration (d) and AYB (e).
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Figure B.6 (preceding page): The distribution of predicted quality scores for a sequencing
run on the Genome Analyzer II (2011) platform (Bustard (a), naiveBayesCall (c), Ibis
without calibration (b), freeIbis with calibration (d) and AYB (e)).
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Figure B.7: Plots for the observed versus predicted quality scores for a sequencing run
on the newest Illumina platform, the MiSeq (2012). The plots show the correlation
for Bustard (a), Ibis without calibration (c) and freeIbis with calibration (b). Due to
the paucity of control sequences needed to calibrate the quality scores, groupings of
5 consecutive cycles were used to measure the correlation between the SVM decision
boundary distance and the observed error rate.

192



0 10 20 30 40

0
20

00
00

60
00

00
10

00
00

0

Bustar d

Predicted score

D
is

tr
ib

ut
io

n

●

Predicted Nucleotide

A
C
G
T

(a)

0 10 20 30 40
0

50
00

00
10

00
00

0
15

00
00

0

freeIbis

Predicted score

D
is

tr
ib

ut
io

n

●

Predicted Nucleotide

A
C
G
T

(b)

0 10 20 30 40

0e
+

00
2e

+
05

4e
+

05
6e

+
05

8e
+

05
1e

+
06

Ibis

Predicted score

D
is

tr
ib

ut
io

n

●

Predicted Nucleotide

A
C
G
T

(c)

Figure B.8: Density plots of the predicted quality scores on a MiSeq (2012) for various
basecallers (Bustard (a), Ibis without calibration (c) and freeIbis with calibration (b)).
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Figure B.9 (preceding page): Simulated contamination rates versus predicted ones using
deamination patterns alone. Schmutzi was tested on sets containing 1M simulated aDNA
fragments using as endogenous genome an early modern humans (top), Neanderthals
(middle) and a Denisovan(bottom). The program was tested both with simulated double-
stranded (left) and single-stranded (right) protocols. The dotted black line represents a
perfect prediction.
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Figure B.10 (preceding page): Simulated contamination rates using subsampled sets from
a 1M fragment dataset where the original contamination rate was 40% (dotted black line)
versus the predicted ones using deamination rates alone. The vertical black lines represent
the boundaries of the 95% confidence interval.
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Figure B.11 (preceding page): Simulated contamination rate versus the predicted one for
datasets containing 1M fragments each. The endogenous genome used was either an early
modern human (top), a Neanderthal (middle) or a Denisovan (bottom) and the simulated
aDNA damage pattern was either double-stranded (left) or single-stranded (right). The
data points where schmutzi stopped after the first iteration due to a lack of contaminant
fragments to characterize are marked in red. As mentioned previously, for the EMH at
high levels of contamination, the algorithm did not converge.
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Figure B.12 (preceding page): Simulated contamination rate versus the predicted one
using the predicted contaminant as putative contaminant source for datasets containing
1M fragments each. The endogenous genome used was either an early modern human
(top), a Neanderthal (middle) or a Denisovan (bottom) and the simulated aDNA damage
pattern was double-stranded (left) or single-stranded (right). As for the previous graphs,
the data points where schmutzi did not converge are omitted which mostly occur with an
EMH as endogenous with either too little or too much contamination.
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Figure B.13 (preceding page): Predicted contamination rates at various coverages using
schmutzi with default parameters. The endogenous genome used was either an early
modern human (top), a Neanderthal (middle) or a Denisovan (bottom) and the simulated
aDNA damage pattern was double-stranded (left) or single-stranded (right). The black
dotted line corresponds to the simulated contamination rate.
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Figure B.14 (preceding page): Predicted contamination rates at various rates of coverage
using schmutzi with default parameters but with the endogenous genome inferred from
the original set from which the fragments were subsampled. The endogenous genome used
was either an early modern human (top), a Neanderthal (middle) or a Denisovan (bottom)
and the simulated aDNA damage pattern was double-stranded (left) or single-stranded
(right). The black dotted line corresponds to the simulated contamination rate.
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Figure B.15 (preceding page): Predicted contamination rates at various rates of coverage
using a previously described maximum likelihood method. The method was tested on sets
containing 1M simulated aDNA fragments using as endogenous genome an early modern
humans (top), Neanderthals (middle) and a Denisovan (bottom). The method was used
by including the closest record in the 311 mitochondrial genome database described in
the method (left). To present the upper predictive limit, the actual contaminant used in
the simulation was included (right). The dotted black line represents a perfect prediction.
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Figure B.16: Maximum likelihood trees for the Mezmaiskaya B9687 (top) and B9688 (bot-
tom). The unfiltered data (left) and bases with quality greater than 200 on the PHRED
scale (right) were plotted separately. The outgroup used is the bonobo mitochondrial
genome.
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[117] Katarzyna Zaremba Niedźwiedzka and Siv G.E. Andersson. No ancient DNA dam-
age in Actinobacteria from the Neanderthal bone. PLOS ONE, 8(5):e62799, 2013.
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