
Nuclear Magnetic Resonance
—

Advanced Concepts and Applications
to Quantum Materials

Der Fakultät für Physik und Geowissenschaften

der Universität Leipzig

eingereichte

DISSERTATION

zur Erlangung des akademischen Grades

Doktor rerum naturalium

Dr. rer. nat.

vorgelegt

von Dipl.-Phys. Jonas Kohlrautz

geboren am 29.12.1985 in Göttingen

Gutachter: Prof. Dr. Jürgen Haase
Prof. Dr. Geert Rikken

Tag der Verleihung 22. Mai 2017





Bibliographische Beschreibung
Kohlrautz, Jonas
Nuclear Magnetic Resonance – Advanced Concepts and Applications
to Quantum Materials
Universität Leipzig, Dissertation
131 S.∗, 134 Lit.*, 64 Abb., 5 Anlagen

Referat
Diese Arbeit behandelt verschiedene Themen im Bereich der kernmagnetischen Resonanz
(NMR) an Festkörpern. Der umfangreichste Themenkomplex sind hierbei Untersuchun-
gen in gepulsten Magnetfeldern. Diese ermöglichen Experimente bei Feldstärken, die sich
auf keine andere Weise nicht-destruktiv erreichen lassen, bedeuten aber Schwierigkeiten
für NMR Experimente aufgrund ihrer inherenten Zeitabhängigkeit.
Es wird eine angepasste Datenanalyse vorgestellt, die Korrekturen für Intensitätsver-
fälschungen enthält und die Zeitabhängigkeit des Magnetfeldes bei der Berechnung einer
Fouriertransformation mit zeitabhängigen Basisfunktionen berücksichtigt. Hiermit wer-
den Testmessungen an elementaren Metallen durchgeführt um die Knight-Verschiebung
𝐾S und die Kern-Gitter-Relaxationszeit 𝑇1 zu messen. Anschließende Messungen an
SrCu2(BO3)2 zeigen desweiteren eindrucksvoll die Detektion einer feld- und temperat-
urabhängigen Überstruktur der Elektronenspins.
In einem weiteren Themenbereich werden Ergebnisse von Untersuchungen an dem Hoch-
temperatursupraleitersystem HgBa2CuO4+𝛿 präsentiert. Bei der Auswertung von tempe-
ratur- und orientierungsabhängigen NMR-Verschiebungsmessungen wird ein Widerspruch
zu dem im Allgemeinen angenommenen Model mit einer einzigen Spin-Flüssigkeit gefun-
den. Stattdessen wird eine Analyse mit drei verschiedenen additiven Komponenten en-
twickelt. Bei der Anwendung dieser Zerlegung wird eine universelle Pseudolückenkompo-
nente gefunden, eine Fermiflüssigkeitskomponente, die nur bei höheren Dotierungsstufen
existiert, und eine dritte, die ihr Vorzeichen in Abhängigkeit von der Dotierung ändert.
In einem letzten kürzeren Thema werden vorläufige Ergebnisse von Untersuchungen zu
der Dynamik von großen, dipolar gekoppelten, Kernspinsystemen behandelt. Hierbei soll
eine Vorhersage über die Existenz von zusätzlichen, nicht magnetisierungserhaltenden,
Resonanzen überprüft werden.

∗ ... S. (Seitenzahl insgesamt)
... Lit. (Anzahl der im Literaturverzeichnis ausgewiesenen Literaturangaben)
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CHAPTER 1
Introduction

Over the last half-century, nuclear magnetic resonance (NMR) has become an indispens-
able probe in a number of different fields, e.g., chemistry, physics, and medicine [9, 10,
16, 49, 64, 66, 90]. While NMR is often used for imaging or structure determination,
hyperfine interactions [115] offer a unique local insight into the electronic properties of
quantum materials [38, 51, 128].
In this thesis, multiple topics will be addressed. These include the development of novel
experimental NMR techniques and data analysis, as well as their application for condensed
matter research. First and foremost, the capabilities of NMR at the highest magnetic
fields, i.e., in pulsed high-field magnets [55], were further advanced. A field-driven phase
transition in a magnetic material was observed in a first application [56]. The second
topic concerns the understanding of new NMR data of cuprate high-temperature super-
conductors. Here, proof for the failure of the prevalent single-fluid description of those
materials was established [95]. The shorter third part deals with experiments aimed at
the understanding of the dynamics of large interacting (nuclear) spin systems [60].

While only pulsed high-field magnets offer access to the highest magnetic fields available,
performing NMR measurements becomes challenging. In the early days of NMR research,
resistive magnets based on conventional metallic conductors were used. A steady increase
of the available fields set in with advances in superconducting materials that made highly
stable, homogeneous magnets with high field strength possible. The resulting gain in
sensitivity and resolution was the main driving force for these developments. However,
in order to study the field dependence of electronic properties of quantum materials, it
is of great interest to have even higher magnetic fields available. Here, depending on the
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2 1 Introduction

system under investigation, fields on the order of 100 T are needed to induce changes
in the electronic structure [39, 105]. Due to the limited critical fields and currents,
the superconductivity can break down in superconducting materials. This limits the
achievable field strength to about 25 T currently. To go beyond, one again has to resort
to conventional conducting materials, where resistive heating and mechanical stability
introduce new limits. While continuous magnetic fields of about 45 T have been created
with hybrid magnets (superconducting and resistive), only pulsed magnets are capable
of delivering the highest fields possible. Using only the heat capacity of the conducting
material to absorb the thermal energy dissipated during the pulse, non-destructive fields
of up to 100 T come into reach, but only for fractions of a second [81]. This transient
nature of the magnetic field complicates NMR measurements tremendously: Firstly, the
normally omnipresent signal averaging cannot be used anymore with the changing field
that is only present during short periods of time. Secondly, a careful manipulation of
spin systems with sophisticated pulse sequences becomes next to impossible due to off-
resonance effects and limited reproducibility of the field.
Despite the challenges, first NMR signals in a pulsed high magnetic field were observed
in 2003 by Haase et al. (Dresden, Germany) [31] and similar endeavors were started
elsewhere [1, 134]. Later, the modulation of NMR signals due to the time dependence
of the magnetic field was discussed carefully and a time-domain demodulation technique
for a single-component signal was demonstrated by Meier et al. [72].
A new approach to NMR spectroscopy in pulsed magnetic fields will be presented in
Chapter 4. The Fourier transform is modified to incorporate the time dependence of the
magnetic field using time-dependent base functions. With this, demodulated and sig-
nal averaged spectra with multiple NMR signals can be obtained together with intensity
corrections that take off-resonance effects into account. A detailed and technical discus-
sion aimed at an interested reader introduces possible solutions using time and frequency
domain signal processing. Based on field-stepped free induction decays a road map to
obtain broad spectra in pulsed magnetic fields is given.
As a proof of concept, this approach is applied to measurements of a NMR Knight shift,
as well as to the longitudinal relaxation time 𝑇1 (Chapter 5). In these experiments at the
Dresden High Magnetic Field Laboratory, signal averaging for a weak signal over multiple
field pulses is shown and an adiabatic inversion using a weak radio frequency field is
employed for the 𝑇1 experiments.
Finally, the spin-dimer antiferromagnet SrCu2(BO3)2 is investigated using 11B NMR
(Chapter 6). These experiments showcase that the inherent time dependence of the
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magnetic field can even be beneficial. The field-stepped measurements sample different
regions of a broad frequency spectrum at different times during the pulse. As a function
of field and temperature, very different spectra are found, consistent with a change of
the ground state of the material resulting in the presence of a magnetic superlattice at
high fields and low temperatures [51]. This marks the first compelling observation of
field-induced electronic phenomena using pulsed field NMR.

Cuprate high-temperature superconductors remain an unsolved topic of modern solid
state physics despite being discovered more than 25 years ago. The nature of the pseu-
dogap [118], the presence of stripe or charge order [128], and the existence of a quantum
critical point [21, 122] are examples for topics still under debate. Results on the cuprate
superconductor HgBa2CuO4+𝛿 from conventional static field NMR carried out in Leipzig
are shown in Chapter 7. By analyzing the temperature-dependent shifts of four samples
with different doping levels, a discrepancy with predictions from the prevalent single-fluid
model is found. This forces an interpretation of the shifts in terms of multiple distinct
components. A decomposition procedure is presented and used to seperate three dis-
tinct contributions. One of them is present in all samples and appears to be related to
the pseudogap. Upon doping, the shifts develop a characteristic drop below the critical
temperature for superconductivity, marking the emergence of a Fermi liquid-like contri-
bution. While these two components had previously been detected in La2−xSrxCuO4 and
YBa2Cu4O8 [33, 34, 73, 85], an additional third one with a different ratio of hyperfine
coefficients for the studied sample orientations is found in HgBa2CuO4+𝛿.

The dynamics of large interacting spin systems are important for the understanding of
many quantum materials. Solid state NMR can be used to test theories on model systems
with more than six orders of magnitude difference in time scales of internal interactions
compared to thermal coupling to the environment. In continuation of my diploma thesis
[53, 70], Appendix A discusses experiments concerning a nuclear spin system in the pres-
ence of a strong radio frequency field. Under such conditions, the existence of non-secular
resonances was predicted [59].
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CHAPTER 2
Concepts of NMR

Applications of Nuclear magnetic resonance (NMR) can be found in many fields, e.g.,
chemistry, medicine, and physics, each with specialized methods and associated theory.
In this chapter, some NMR topics of interest for this thesis will be discussed. We will
start with the quantum mechanical description of a nuclear spin including quadrupolar
coupling and continue with a brief overview on NMR spectrometers. The content is
mostly based on Refs. [2, 27, 64, 101].

2.1 Nuclear magnetism

We consider the quantum mechanical description of a NMR experiment in a magnetic
field. Only nuclear spins with 𝐼 ≥ 1/2 can be used to study the respective magnetic envi-
ronment. In addition, nuclei with 𝐼 ≥ 1 can provide insight into the electric environment
through electric quadrupole interactions.

In a static, high magnetic field B0 along the 𝑧-direction, the Hamiltonian ℋ of the spin
can be subdivided in into the Zeeman term ℋZeeman and the remainder ℋ′. We write,

ℋ = ℋZeeman + ℋ′, (2.1)

ℋZeeman = −~𝛾B0 · Î = −~𝛾𝐵0𝐼𝑧 = ~𝜔Larmor𝐼𝑧. (2.2)

Here, Î and 𝐼𝑧 are the spin operator the respective 𝑧-component. In case of a sufficiently
high magnetic field, the Zeeman term dominates, and ℋ′ can be treated as a perturbation.

5



6 2 Concepts of NMR

The spin eigenstates |𝐼𝑚⟩ are given in terms of spin quantum numbers 𝐼 and 𝑚,

Î2 |𝐼𝑚⟩ = 𝐼 (𝐼 + 1) |𝐼𝑚⟩ , (2.3)

Î𝑧 |𝐼𝑚⟩ = 𝑚 |𝐼𝑚⟩ . (2.4)

Here, −𝐼,−𝐼 + 1, ..., 𝐼 are the allowed values for 𝑚. In the absence of other interactions,
the Zeeman energy levels 𝐸𝑚 are

𝐸𝑚 = −~𝛾𝐵0𝑚. (2.5)

While the energy levels are non-degenerate, the experimentally detectable energy differ-
ence 𝛥𝐸 between two adjacent levels is constant with 𝛥𝐸 = ~𝛾𝐵0, see Fig. 2.1. This
energy splitting of a few mK, however, is very small compared to the thermal energy at
typical temperatures.

In thermal equilibrium at temperature 𝑇 , the population probability 𝑝𝑚 follows a Boltz-
mann distribution. The ratio of population probabilities of two adjacent levels is therefore
given by

𝑝𝑚+1

𝑝𝑚
= exp

(︂
𝛥𝐸

𝑘B

)︂
= exp

(︂
~𝛾𝐵0

𝑘B𝑇

)︂
. (2.6)

Even at a temperature of 𝑇 = 4.2 K and a magnetic field of 𝐵0 = 60 T, the difference of
both population probabilities for 1H nuclei is less then 3 %.

Albeit small, this distribution of 𝑝𝑚 gives rise to a macroscopic sample magnetization 𝑀𝑧

that can either be parallel or anti-parallel to the applied magnetic field, depending on the
sign of 𝛾. Since the energy differences 𝛥𝐸 are very small compared to the thermal energy

EB0 = 0 pm

1/4

−3
2 h̄γB0

+1
2 h̄γB0

−1
2 h̄γB0

+3
2 h̄γB0

h̄γB0

h̄γB0

h̄γB0

B0 > 0

x

x

x

x

Figure 2.1: Energy levels for a spin 𝐼 = 3/2 without magnetic field (𝐵0 = 0) and with
a magnetic field (𝐵0 > 0) and the associated population probabilities 𝑝𝑚 in absence of a
quadrupolar splitting.



2.2 Quadrupolar splitting 7

𝑘B𝑇 , the so-called high-temperature approximation is valid and yields the Curie formula.
With 𝑁/𝑉 as the density of spins, the result is proportional to the applied magnetic field
and inversely proportional to the temperature,

𝑀𝑧 = 𝑁

𝑉

~2𝛾2𝐵0𝐼 (𝐼 + 1)
3𝑘B𝑇

. (2.7)

Therefore, for a fixed volume, 𝑀𝑧 is proportional to the number of spins, the magnetic
field 𝐵0 and the inverse temperature 1/𝑇 .

2.2 Quadrupolar splitting

Nuclei with a spin 𝐼 ≥ 1 have an electric quadrupolar moment 𝑒𝑄 in addition to the
magnetic dipolar moment, however the following discussion will be focussed on half-
integer spins due to the relevance for the presented topics. This elctric quadrupolar
moment interacts with the electric field gradient (EFG) 𝑒𝑞 present at the position of the
nucleus. The corresponding Hamiltonian ℋQ in terms of spin operators is given by

ℋQ = 𝑒2𝑞𝑄

4𝐼 (2𝐼 − 1)

[︂
3𝐼2

𝑍 − 𝐼 (𝐼 + 1) + 1
2𝜂
(︁
𝐼2

+ + 𝐼2
−

)︁]︂
, (2.8)

with 𝜂 = (𝑉𝑋𝑋 − 𝑉𝑌 𝑌 ) /𝑉𝑍𝑍 and 𝑒𝑄 = 𝑉𝑍𝑍 . Here, 𝑉 is a traceless tensor describing the
EFG in its principle axis system (PAS) 𝑋, 𝑌, 𝑍 with |𝑉𝑍𝑍 | ≥ |𝑉𝑌 𝑌 | ≥ |𝑉𝑋𝑋 |. The ladder
operators are given by

𝐼± = 𝐼𝑋 ± 𝑖𝐼𝑌 . (2.9)

In a large magnetic field, this Hamiltonian ℋQ can be treated as a perturbation to the
Zeeman Hamiltonian and the quadrupole frequency 𝜔Q is introduced as

𝜔𝑄 = 3𝑒2𝑞𝑄

2𝐼 (2𝐼 − 1) ~ . (2.10)

With the angles 𝛼 and 𝛽 describing the rotation from the laboratory coordinate system
to the PAS, the orientation-dependent quadrupole frequency 𝜔′

𝑄 is given by

𝜔′
𝑄 = 𝜔𝑄

[︂
3 cos2 𝛽 − 1

2 + 𝜂

2 sin2 𝛽 cos 2𝛼
]︂

(2.11)
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and the transition 𝑚− 1 ↔ 𝑚 is shifted in first order by

𝛥𝜔
(1)
𝑚−1↔𝑚 =

(︂
𝑚− 1

2

)︂
𝜔′

Q (2.12)

=
(︂
𝑚− 1

2

)︂
3𝑒2𝑞𝑄

2𝐼 (2𝐼 − 1) ~

[︂
3 cos2 𝛽 − 1

2 + 𝜂

2 sin2 𝛽 cos 2𝛼
]︂
. (2.13)

Therefore, the central transition (CT) −1/2 ↔ 1/2 is not affected since the 𝑚-dependent
prefactor vanishes. The others, so-called satellite transitions (ST), however become
shifted.
In the case of a significant quadrupolar splitting, the second order correction also has to
be taken into account. The CT −1/2 ↔ 1/2 of a half-integer spin is then shifted by

𝛥𝜔
(2)
−1/2↔1/2 = −

𝜔2
Q

6𝜔𝐿

[︂
𝐼 (𝐼 + 1) − 3

4

]︂
· (2.14)

·
[︀
𝐴(𝛼,𝜂) cos4 𝛽 +𝐵(𝛼,𝜂) cos2 𝛽 + 𝐶(𝛼,𝜂)

]︀
,

with the angular-dependent terms

𝐴(𝛼,𝜂) = −27
8 − 9

4𝜂 cos 2𝛼− 3
8𝜂

2 cos2 2𝛼, (2.15)

𝐵(𝛼,𝜂) = 15
4 − 1

2𝜂
2 + 2𝜂 cos 2𝛼 + 3

4𝜂
2 cos2 2𝛼, (2.16)

𝐶(𝛼,𝜂) = −3
8 + 1

3𝜂
2 + 1

4𝜂 cos 2𝛼− 3
8𝜂

2 cos2 2𝛼. (2.17)

Fig. 2.2 shows the resulting energy diagram as well as the associated spectra for a small
anisotropy 𝜂. In this case, the second order effects of the STs can be neglected, otherwise
the STs are shifted as well [125].
In the case of a distribution of the EFGs, e.g., from material inhomogeneities, a broaden-
ing of the satellites is to be expected since different spins in the materials at quasi-identical
sites will see different EFGs and thus different quadrupole frequencies.



2.3 Dipolar coupling 9

E/h̄

B0 = 0 B0 > 0, ωQ = 0 B0 > 0, ωQ 6= 0 B0 > 0, ω
(2)
Q 6= 0

γB0

γB0

γB0

γB0 − ω′
Q

γB0

γB0 + ω′
Q
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Q

Figure 2.2: Zeeman energy levels for a spin 𝐼 = 3/2 in presence of a quadrupolar interac-
tion and the associated spectra in case of vanishing anisotropy 𝜂 with 𝜔

(2)
Q = 𝛥𝜔

(2)
−1/2↔1/2.

2.3 Dipolar coupling

The coupling of the dipolar moments of different spins 𝑗 and 𝑘 is described by the Hamil-
tonian ℋDD that sums over all pairs of spins in the material. It is given by

ℋDD =
∑︁

𝑗, 𝑘

~2𝛾𝑗𝛾𝑘

2

⎡
⎣ Î𝑗 · Î𝑘

𝑟3
𝑗𝑘

+ 3

(︁
Î𝑗 · r𝑗𝑘

)︁(︁
Î𝑘 · r𝑗𝑘

)︁

𝑟5
𝑗𝑘

⎤
⎦ . (2.18)

Here, r𝑗𝑘 is the vector connecting both spins. Using 𝜃𝑗𝑘 for the angle inbetween the r𝑗𝑘

and the 𝑧 axis of the spin operators 𝐼𝑗𝑧 and 𝐼𝑘𝑧, this expression can be rewritten into a
sum of six different terms, each with a characteristic combination of spin operators,

ℋDD =
∑︁

𝑗, 𝑘

~2𝛾𝑗𝛾𝑘

2𝑟3
𝑗𝑘

[𝐴𝑗𝑘 +𝐵𝑗𝑘 + 𝐶𝑗𝑘 +𝐷𝑗𝑘 + 𝐸𝑗𝑘 + 𝐹𝑗𝑘] , (2.19)

𝐴𝑗𝑘 = 𝐼𝑗𝑧𝐼𝑘𝑧

(︀
1 − 3 cos2 𝜃𝑗𝑘

)︀
, (2.20)

𝐵𝑗𝑘 = −1
4

[︁
𝐼+

𝑗 𝐼
−
𝑘 + 𝐼−

𝑗 𝐼
+
𝑘

]︁ (︀
1 − 3 cos2 𝜃𝑗𝑘

)︀
, (2.21)
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𝐶𝑗𝑘 = −3
2

[︁
𝐼+

𝑗 𝐼𝑘𝑧 + 𝐼𝑗𝑧𝐼
+
𝑘

]︁
sin 𝜃𝑗𝑘 cos 𝜃𝑗𝑘𝑒

−𝑖𝜑𝑗𝑘 , (2.22)

𝐷𝑗𝑘 = −3
2

[︁
𝐼−

𝑗 𝐼𝑘𝑧 + 𝐼𝑗𝑧𝐼
−
𝑘

]︁
sin 𝜃𝑗𝑘 cos 𝜃𝑗𝑘𝑒

−𝑖𝜑𝑗𝑘 , (2.23)

𝐸𝑗𝑘 = −3
4𝐼

+
𝑗 𝐼

+
𝑘 sin2 𝜃𝑗𝑘𝑒

−2𝑖𝜑𝑗𝑘 , (2.24)

𝐹𝑗𝑘 = −3
4𝐼

−
𝑗 𝐼

−
𝑘 sin2 𝜃𝑗𝑘𝑒

2𝑖𝜑𝑗𝑘 . (2.25)

Within the secular approximation, only those terms that conserve the total Zeeman energy
are of relevance. This is clearly the case for 𝐴 since the involved operators do not change
the state of the spins. For 𝐵, however, this only valid for a common type of spin, i.e.,
𝛾𝑗 = 𝛾𝑘. All other contributions lead to a change in the Zeeman energy and therefore are
not part of the truncated dipolar Hamiltonian.
For nuclear spins in a strong magnetic field, the energies of the dipolar coupling are
orders of magnitude smaller compared with the Zeeman term as well as the thermal
energy 𝑘B𝑇 . As a consequence, no shift arises, and only a broadening occurs depending
on the gyromagnetic ratios of all constituents and crystal structure. Furthermore, a fine
structure of the resonance line can emerge [88]. In liquids, however, this interaction is
often averaged out by the molecular motion.

2.4 Hyperfine coupling
In a conducting material, the spin of the conduction electrons gives rise to the Knight
shift 𝐾Knight [115]. It originates for example from the Fermi contact interaction that is
described by

ℋFermi = −𝛾𝛾𝑒~2𝐼 · 𝑆𝛿 (𝑟𝑒 −𝑅𝑛) . (2.26)

Here, 𝛾 and 𝛾𝑒 are the gyromagnetic ratios of the nucleus and the electron, 𝐼 and 𝑆 the
spin operators, and 𝛿 (𝑟𝑒 −𝑅𝑛) a Dirac delta function describing the spatial overlap.
Considering all electrons in the material, this gives rise to an additional local field that is
felt by the nucleus. This can be expressed within the momentum space with the electron
wave vector k, the eigenvalue 𝑚k of the electron spin operator 𝑆k𝑧, the perodic part of
the Bloch wave function 𝑢k (0) at the nucleus, and the Fermi function 𝑓 as

𝛥𝐵0𝑒 = 8𝜋
3 𝛾𝑒~

∑︁

k,𝑚

|𝑢k (0)|2 𝑚k𝑓 (𝐸k −𝑚k𝛾𝑒~𝐵0) . (2.27)
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Evaluting this expression, one finds it to be proportional to the applied magnetic field
𝐵0, such that it produces a shift of

𝐾Knight = 𝛥𝐵0𝑒

𝐵
= 8𝜋

3 𝛾2
𝑒~2

∑︁

𝑚k

∫︁
𝑚2

k |𝑢k(0)|2 𝜌 (𝐸k) 𝜕𝑓 (𝐸k)
𝜕𝐸k

𝑑𝐸k (2.28)

= 8𝜋
3 𝛾2

𝑒~2
⟨

|𝑢k(0)|2
⟩

𝐸F

𝜌 (𝐸F)
2 (2.29)

= 𝛥𝐵0𝑒

𝐵
= 8𝜋

3

⟨
|𝑢k(0)|2

⟩
𝐸F
𝜒𝑆 (2.30)

that is proportional to the electron-spin susceptibility 𝜒𝑆 of the conduction electrons and
the average over |𝑢k(0)|2 at the Fermi surface.

Therefore, NMR can be used to investigate the temperature-dependence of 𝜒𝑆 as long
as no other temperature-dependent contributions exist or can be subtracted (e.g., field
shielding due to a partial Meissner effect). In case of multiple conduction bands how-
ever, this expression might need to be replaced by a sum with independent prefactors⟨

|𝑢k(0)|2
⟩

𝐸F
, cf. Ref. [13].

2.5 Adiabatic inversion in a time-dependent magnetic field
The concept of using a weak RF field with a frequency 𝜔RF that starts away from the
resonance condition (with a Larmor frequency 𝜔L) and then crosses it using a time-
dependent external magnetic field 𝐵0 (𝑡) was already well-known in the early days of
NMR [2, 10]. The usefulness of such sweeps in pulsed Fourier transform NMR was
rediscovered more recently [7, 29, 62], now, utilizing modulated RF fields and leaving the
strong external magnetic field 𝐵0 constant, as a broadband alternative to hard RF pulses.
Detailed discussions on the subject as well as validating measurements can be found in
literature, e.g., Refs. [7, 29], and only a brief description will be given here.

Convenient for a pulsed field experiment, a sweep that starts with 𝜔L < 𝜔RF, crosses
𝜔L = 𝜔RF, and ends at 𝜔L < 𝜔RF, can invert the population densities of a spin system
as a replacement for a 𝜋 pulse. The degree of inversion depends on the amplitude 𝐵RF

of the RF field, as well as the time-derivative of 𝐵0(𝑡) (and thus 𝜔L). In general, a faster
change of 𝐵0 (𝑡) also requires a larger 𝐵RF to fullfill the condition for adiabaticity given
by

𝑑

𝑑𝑡
𝐵0 (𝑡) ≪ 𝛾𝐵2

RF. (2.31)
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The difference of 𝜔L = 𝛾𝐵0(𝑡) and 𝜔RF at the end of the sweep is limited by the time that
is available for the inversion process (e.g., it has to be small compared with 𝑇1). And,
depending on this difference, a larger 𝐵RF can decrease the degree of inversion in case of
a rectangular pulse shape [62]. Note that by modulating the amplitude of the RF field,
this effect can be canceled. While the finite quality factor of the RF resonator modifies
the actual shape of a the RF field (smoothing at the beginning and end), the involved
time constant is typically less then 100 ns and can thus be neglected.
A simple numeric density matrix simulation of the inversion process with similar condi-
tions to the pulsed field experiments from Sect. 5.2 (shape limited to a rectangular pulse),
can be found in App. B.

2.6 NMR electronics
Most NMR experiments are performed in magnetic fields of several T giving Larmor
frequencies in the radio frequency regime. To excite and detect these signals, appropriate
spectrometers and probe heads are needed.

2.6.1 NMR spectrometer

In the early days of NMR, measurements were usually done with continuous wave (CW)
setups. Here, the system under investigation is put in a resonator and irradiated with a
weak RF field while modulating the quasi-static external 𝐵0 field. Absorption then leads
to a detuning the resonator in the case that a resonance is detected. First pulsed NMR
experiments were performed by E. Hahn in 1949 [37], but only became popular in the
1970s [25] and are used almost exclusively today. Here, strong RF excitation pulses are
applied for short time spans, and signals are only detected afterward (however this is not
always the case in certain special applications, e.g., certain decoupling schemes).
From an electronics point of view, a pulsed NMR spectrometer is a high power RF
transmitter for the excitation combined with an RF receiver, cf. Fig. 2.3. For signal
averaging, these two components need to have a coherent phase [104]. This can by
accomplished by using a single frequency source for both of them or by using phase-
locked loops.
Modern spectrometers often employ IQ-modulation techniques to produce pulses with
arbitrary phase evolution and shape. Here, the output of a two-channel digital-to-analog
converter (DAC) is mixed with the output of a local oscillator, once in-phase and once
shifted by 𝜋/2, see Fig. 2.3. The sum of these two signals can then be within the frequency
range from 𝜔 − 𝜔out/2 to 𝜔 + 𝜔out/2 with 𝜔 being the frequency of the oscillator and
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Directional Coupler

Probehead

Preamplifier

Figure 2.3: Schematic NMR spectrometer. Neccesssary frequency filters to remove un-
wanted mixer products are not shown.

𝜔out/2𝜋 the sampling rate of the DAC.
A similar approach is then used in the receiver in an IQ-demodulation scheme. Often,
the signals are left at an intermediate frequency in the analog stage of the receiver and
only fully demodulated to the baseband in later digital processing.

2.6.2 Resonance circuits

Radio frequency resonance circuits (also called tank circuits) are used in most NMR
experiments. Around their resonance frequency, they increase the RF field during the
excitation of the spin system and amplify the signal from the induced voltage during
detection. Depending on the experimental conditions and necessities, e.g., available space,
stability, number of resonance frequencies, temperature, and frequency range, different
circuits can be employed [76], see for example Fig. 2.4.
The behavior of such resonators can be described in good approximation using a driven
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(a)
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Cm2

(c)

Ct
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L2 R2

Figure 2.4: Equivalent circuits of different RF resonators for single frequency NMR exci-
tation and detection. (a) and (b) are capacitively coupled tank circuits that can be matched
to 50 Ω at different frequencies, (c) is a tapped coil resonator.

harmonic oscillator with losses that originate primarily from the coil wire. For the ex-
citation of a spin system, only the circular polarized component 𝐵1 of the RF field is
relevant. It depends on the applied RF power level 𝑃 , the resonance frequency 𝜔0 (equal
to the RF carrier frequency), the quality factor 𝑄 (given by the ratio of the inductivity
and resistivity as well as the resonance frequency), and the coil volume 𝑉 . With the
vacuum susceptibility 𝜇0, it can be estimated as

𝐵1 =
√︂
𝜇0𝑄𝑃

2𝜔0𝑉
. (2.32)

During detection, the signal intensity 𝑔(𝜔) and phase 𝛼(𝜔) depend on the frequency and
the quality factor according to

𝑔 (𝜔) = 𝜔0

𝜔

1√︀
𝑄2𝜀2 + 1

, (2.33)

𝛥𝛼 (𝜔) = arctan
(︂

1
𝑄𝜀

)︂
. (2.34)

Note that 𝑄 is the quality factor of the loaded tank circuit (𝑄loaded = 𝑄receive/2). An
experimental test of the relationship for the intensity is described in App. C.



CHAPTER 3
NMR at the highest magnetic fields

The state of the art of NMR pulsed high-field magnets prior to the works presented in this
thesis will be introduced in this chapter starting with a brief summary on pulsed magnetic
fields. Then, the previous NMR efforts of the last 15 years are discussed. While these
pioneering efforts did not produce much insight into materials science yet, they proved
that NMR can indeed be performed in a pulsed magnetic field despite all challenges.

3.1 Pulsed magnetic fields
The most fundamental way to generate a magnetic field is by producing an electric cur-
rent 𝐼 in a wire. According to the Biot-Savart law, the resulting field B is proportional
to 𝐼. And, in the case of multiple conductor segments, B is the linear superposition of
all their fields. Therefore, to obtain a higher magnetic field, only 𝐼 has to be increased,
or additional segments (producing parallel fields) have to be added. In practice, how-
ever, electrical losses, mechanical forces, and space determine the maximum field and the
required cooling effort.
While superconducting materials offer a way around electrical losses, they need to be
kept at cryogenic temperatures and, most importantly, can only withstand certain mag-
netic field strengths and currents before superconductivity is suppressed. While certain
ceramic high-temperature superconductors promise the potential for higher fields up to
about 25 T, the task of producing a usable magnet with them is complicated and mechan-
ical stability becomes problematic [68]. Therefore, to access the highest magnetic fields
possible, superconducting materials can not be used and one has to resort to resistive
conductors where two different modes of operation are used: DC magnetic fields and
pulsed magnetic fields. While the former require large amounts of power (in the order of

15
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up to 30 MW [18, 81, 89]) for quasi-static operation, only the latter give access to fields
above 45 T, however only for fractions of a second using high peak power.
The concept of producing a pulsed magnetic field with a high-power energy storage unit
(e.g., batteries, capacitors or a flywheel [19, 126, 129, 130]) that is slowly charged in a
first step and then discharged across a field coil, cf. Fig. 3.1, was developed almost a
century ago [24, 47]. However, facilities that give access to pulsed magnetic fields with
field duration suitable for NMR experiments only went into operation some years ago
with efforts in USA, Germany, France, Japan, and China. An exhaustive overview of the
available fields can be found in Ref. [81].

+
−

Fig. 3.1: Basic principle of a pulsed magen-
tic field driven by a capacitor bank.

The first experiments with pulsed magnetic
fields in Dresden (Germany) were performed
at the Leibniz-Institut für Festkörper- und
Werkstoffforschung (IFW) in 1999 [61]. This
setup served as a test bed for the later
built Dresden High Magnetic Field Labora-

tory (HLD). In both cases, high voltage capacitor modules were chosen as energy storage
and the field coils were cooled by a liquid nitrogen bath.
The energy density of the magnetic field produces a pressure on the conducting wires
to increase the volume over which the magnetic flux is distributed. As a consequence,
the maximum field is ultimately limited by the mechanical strength of the magnet coil.
On top of thermal constraints, the available voltages and capacities further limit the
field strength and the duration depending on the coil geometry and inductance, forcing
a trade-off between the highest field and the time that is available for experiments. As
an example, Fig. 3.2 shows the 𝐵 (𝑡) for two different coils KS3 and LP that were used
in the experiments that will be discussed in the following chapters.

0 100 200 300
0

20

40

60

t [ms]

B
[T

]

KS3
LP

Fig. 3.2: Time-dependence of the mag-
netic field in the KS3 and LP coil (data
reproduced from Ref. [71]).

• KS3 is a fast-cooling magnet with fields
up to 63 T (designed for fields up to 70 T)
and an NMR window of about 4 ms [71]
was used for most measurements

• LP is a larger long pulse magnet with
fields up to 40 T (designed up to 60 T) and
an NMR window of about 25 ms [124] was
used for the aluminum metal relaxation
measurements

Common to all currently available pulsed field magnets is the rather low field homogeneity
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& 20 ppm even over small sample sizes in the order of 1 mm3 [87].
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Fig. 3.3: Milestones of NMR in pulsed mag-
netic fields with reported maximum fields and
date of publication as axes.

As shown in Fig. 3.3, NMR in pulsed
magnetic fields was pioneered in Dresden
at the IFW in 2003 with publications on
the first observed FIDs in metallic copper
at fields of up to 33 T [31]. This showed
that the achievable signal-to-noise ratio
is sufficient despite the need to use small
sample volumes in order to allow high
bandwidth measurements [35]. Later on,
higher fields and other nuclei at higher
Larmor frequencies were observed, no-
tably 1H at 2 GHz [32]. With the opening
of the HLD, larger magnets with longer
lasting fields became available, pushing
the time window for NMR experiments
to several ms using several MJ of stored
energy [126].
A little later, efforts at the KYOKUGEN
(Osaka University, Japan, OU), the Lab-

oratoire National des Champs Magnétiques Intenses (Toulouse, France, LNMCI-T), and
the Wuhan High Magnetic Field Center (Wuhan, China, WHMFC) commenced and re-
ported successful experiments on other nuclei and the first observation of spin-echoes [1,
134].
A typical 𝐵 (𝑡) is shown in Fig. 3.4a together with the resulting NMR frequencies for
metallic aluminum: Around its maximum, the field is described by a parabolic curve,
and the observed NMR signals follow the changing field. The obtained field decreases in
successive field pulses which has to be taken into account, cf. Fig. 3.4b.
It was evident from the beginning, that the most favorable conditions for NMR are around
the maximum of magnetic field 𝐵max. Here, the weaker time-dependence gives the most
consistent excitation conditions and vanishing forces on the probe head due to induced
voltages [87]. In order to stay within the bandwidth of the experiment, 𝐵max needs to be
produced with high precision.
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Figure 3.4: (a) Typical time dependence of a pulsed magnetic field at the HZDR estimated
from shunt resistor (frequency values 𝛾𝐵/2𝜋 are for metallic aluminum). Only a very short
time frame is available for NMR measurements and the Larmor precession becomes time-
dependent (red box). (b) Typical decay of obtained field maxima for multiple pulses during
a day (curve scaled according to NMR field fit).

The unique experimental conditions require a spectrometer that can record multiple traces
in quick succession (without immediate averaging) and has a large bandwidth compared
with static field counterparts, cf. Fig. 3.4b. Details on the home-built setups, used at the
HLD, the LNCMI-T, and the WHMFL can be found in literature [12, 71, 107].

Early on, it was noticed that the frequency modulation due to the inherent time de-
pendence of the magnetic field produces artifacts when transforming into the frequency-
domain using a conventional Fourier transform [30, 58]. Methods that take the time
dependence of the magnetic field into account to perform a demodulation were developed
by Meier and Haase [72]. Based on the derivative of phase of the complex NMR signal
[72], the magnetic field can be described by a polynomial fit,

𝐵fit(𝑡) = 𝐵max

{︁
1 − 𝛼 (𝑡− 𝑡max)2 + 𝛽 (𝑡− 𝑡max)3

}︁
. (3.1)

This description was then used to demodulate a digitized FID 𝑦𝑗 [𝑡] starting at 𝑡𝑗 into
𝑦𝑗 [𝑡] according to

𝑦𝑗 [𝑡] = 𝑦𝑗 [𝑡] exp

⎛
⎜⎝−𝑖𝜑𝑗(𝑡𝑗) − 𝑖𝛾

𝑡∫︁

𝑡𝑗

{𝐵fit(𝑡′) −𝐵fit(𝑡𝑗)} 𝑑𝑡′

⎞
⎟⎠ . (3.2)

The multiplication with the complex exponential function is equivalent to a shift of the
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frequency scale in the spectral domain. The sum 𝑦[𝑡] over 𝑁 FIDs was then defined as

𝑦 [𝑡] = 1
𝑁

𝑁∑︁

𝑗=1
𝑦𝑗 [𝑡] . (3.3)

Using this framework, Meier et al. demonstrated signal averaging in experiments with a
single resonance line from 1H in water at 7.77 T and from 2D in D2O at 62 T (in both
cases GdCl3 was added as a relaxation agent) [72]. Giving almost the expected gain in
signal-to-noise ratio, these experiments showed that the nuclear spins were not subjected
to a detrimental amount of field noise.
A similar method was also proposed for use in quasi-static DC fields [28, 41] to compensate
for small field fluctuations.
In an experiment with multiple signals, however, this approach fails to take the time-
dependence of frequency differences (shift multiplied by field difference) into account and
the field can not as easily be obtained from the acquired traces but prior filtering is
required. A detailed discussion will be given in the next chapter.
The first materials science driven publication showed the successful recording of quadrupo-
lar split 63Cu satellite signals in YBa2Cu3O6.51 [107]. However, the obtained SNR in the
measurements was low, and no new insights into the physics of the material were revealed.





CHAPTER 4
A new approach: field and intensity corrected spectra in pulsed
magnetic fields

Within this chapter, the challenges to obtaining NMR spectra in pulsed high-field magnets
will be discussed, and a method to produce signal averaged broad frequency spectra using
field-stepped FIDs will be introduced. Several additional steps are required compared
with the static and quasi-static field counterparts since the time-dependent magnetic field
introduces variations of spectral intensities as well as modulations of the NMR signal,
effectively shifting the resonances.
Data acquired during a field pulse typically contain multiple traces 𝑗 with NMR signals in
them, all excited by different RF pulses. Each trace provides information about different,
most likely overlapping, parts of the entire spectrum since they were acquired at a different
field, but with the same carrier frequency.
In order to combine these, systematic intensity corrections need to be implemented.
Furthermore, the time dependence of the relative magnetic field 𝐵 (𝑡) /𝐵max needs to be
determined and used in a Fourier transform that utilizes time-dependent base functions to
obtain one segment of the spectrum from each trace 𝑗. Finally, after a phase adjustment,
a signal averaged broad frequency spectrum can be assembled. The sequence of steps is
shown in Fig. 4.1 and comprises

a: manual selection of traces that contain FIDs

b - e: determination of the relative magnetic field (i.e., 𝐵 (𝑡) /𝐵max)

b: manual estimation of the time dependence of the magnetic field by identifying a
single spectral maximum in the raw FTs

c: application of a different frequency-domain filter for each FID 𝑗

21
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1 pulse ≈ 10 FIDs
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Figure 4.1: Sequence of data analysis steps to obtain NMR spectra in a pulsed field
(details are in the main text).

d, e: fit of the time-derivative of the complex phase of each filtered trace to a single
polynomial function that describes the magnetic field in terms of the time-
depedent Larmor frequency 𝛺(𝑡), and, after normalization, gives 𝐵 (𝑡) /𝐵max

e: intensity correction for off-resonance excitation

f: Fourier transform with time-dependent base functions according to 𝐵 (𝑡) /𝐵max

g: adjustment of the phase of each spectrum and combination all segments to a single
spectrum

For the discussion, after considering the Larmor precession in terms of field-dependent
and field-independent interactions in Sect. 4.1, spectra modulated by a 𝐵 (𝑡) will be shown
in Sect. 4.2.
Aimed at an interested reader, detailed and rather technical discussions on intensity
corrections, field determination, corrections to the Fourier transform, and analysis of 𝑇1

relaxation will be given in Sect. 4.3 - 4.6.

4.1 Nuclear spins in a changing magnetic field
In order to understand the consequences of a changing magnetic field for NMR, we de-
scribe a nuclear spin in a time-dependent magnetic field 𝐵 (𝑡) with a model Hamiltonian
ℋ.
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We include a part 𝐻̂𝐵 that is proportional to the applied field 𝐵 (e.g., Zeeman interaction
and chemical shifts) and a part 𝐻̂in that is independent of it (e.g., quadrupolar interaction
in first order or nuclear dipole interaction),

ℋ (𝑡) = ℋ𝐵(𝑡) + ℋin. (4.1)

4.1.1 Field-dependent contributions

Here, due to the large magnetic field, the Zeeman term and thus ℋ𝐵 is the most significant
one. Introducing an effective gyromagnetic ratio 𝛾 that includes any shift 𝛿𝛼 (either
isotropic or for a single orientation), it is given by

ℋ𝐵 (𝑡) = 𝛾~𝐵 (𝑡) 𝐼𝑧, (4.2)

𝛾 = 𝛾 (1 + 𝛿𝛼) , (4.3)

with 𝐼𝑧 being the spin operator in 𝑧 direction. Here, ℋ𝐵 introduces a time dependence
to the Larmor precession that does not exist in a static magnetic field.
In many materials, the hyperfine interaction of the nuclei with conduction electrons also
yields a contribution that is proportional to the applied field provided that the magneti-
zation is a linear response, e.g., in common metals. In this case, we include the resulting
Knight shift in the effective gyromagnetic ratio 𝛾.

4.1.2 Field-independent contributions

The nuclear magnetic dipole-dipole interaction is relevant in most NMR investigations
and does not depend on the applied magnetic field. While broadening the spectrum, i.e.,
decreasing the spin-spin relaxation time 𝑇2, it does not produce any average frequency
shift but modifies the decay envelope of the FID. However, in the context of the following
pulsed field experiments, the additional broadening is small compared with the inhomo-
geneity of the applied magnetic field and therefore does not require special treatment in
this analysis.
The most commonly encountered field-independent (and thus part of ℋin) contribu-
tion besides the nuclear dipole-dipole interaction originates from the nuclear electric
quadrupole interaction of a spin 𝐼 that is described by ℋQ in Sect. 2.2. In case of a
half-integer spin 𝐼 > 1/2, as most commonly encountered, and an electric field gradient
(EFG), ℋQ produces a orientation dependent splitting into the central transition (CT)
and 2𝐼−1 satellite transitions (ST) that are offset by (𝑚−1/2)𝜔′

Q (with 𝑚 = −𝐼+1, ..., 𝐼
and 𝜔′

Q being the orientation-dependent quadrupole frequency).
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The hyperfine interaction of the nuclei with localized electronic spins in a material can
also produce quite a complex relationship between the Larmor precession and the applied
field. Here, we will only consider contributions from the time-average

⟨
𝑆𝑧

⟩
𝑘

of the 𝑧
component of the electronic spins 𝑘 and use coupling constants 𝐴𝑘 for the description of
the Hamiltonian according to

ℋhf =
∑︁

𝑘

𝐴𝑘

⟨
𝑆𝑧

⟩
𝑘
𝐼𝑧, (4.4)

= ~𝜔hf𝐼𝑧, (4.5)

𝜔hf =
∑︁

𝑘

𝐴𝑘

⟨
𝑆𝑧

⟩
𝑘

(4.6)

In Ch. 6, we will discuss measurements on a material that exhibits a constant magneti-
zation within in a large field range, i.e., the values of

⟨
𝑆𝑧

⟩
𝑘

do not depend on 𝐵 (𝑡). In
this special case, ℋhf becomes part of ℋin as well.
In presence of ℋ𝑄 and a field-independent ℋhf, the contribution to the Larmor frequency
in 𝑧-direction of a single spin then is

𝜔in = 𝑠𝜔′
Q + 𝜔hf (4.7)

with 𝑠 = −(𝐼 − 1/2), ..., (𝐼 − 1/2) depending on the transition (CT and ST).

4.1.3 Larmor precession

According to the Hamiltonian from Eq. (4.1), we write the field-dependent Larmor fre-
quency of the spin as

𝜔L (𝑡) = −𝛾𝐵max
𝐵 (𝑡)
𝐵max

+ 𝜔in ≡ 𝜔𝐵
𝐵 (𝑡)
𝐵max

+ 𝜔in, (4.8)

where 𝜔in contains the field-independent contributions from Eq. (4.7) and 𝜔𝐵 describes
the maximum contribution due to the field-dependent part (equivalent to the contribution
at maximum field 𝐵max). Note the reduced dependence only on the relative magnetic
field 𝐵 (𝑡) /𝐵max instead of 𝐵 (𝑡) in Eq. (4.8).
Similar to the velocity of an accelerated object in classical mechanics, the Larmor fre-
quency 𝜔L(𝑡) defined by Eq. (4.8) is a differential quantity and changes with time. As
a consequence, the complex time-domain signal 𝑦 (𝑡), i.e., the FID, from 𝑛 different spin
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species 𝑗 (with species-dependent 𝜔𝐵 and 𝜔in) also depends on 𝐵 (𝑡) /𝐵max,

𝑦 (𝑡) =
𝑛∑︁

𝑗

𝑓𝑗(𝑡)𝑒𝑖𝜑𝑗(𝑡), (4.9)

𝜑𝑗(𝑡) = −
𝑡∫︁

𝑡0

[︂
𝜔𝐵

𝐵 (𝑡′)
𝐵max

+ 𝜔in

]︂
𝑑𝑡′ + 𝜑𝑗(𝑡0), (4.10)

with the initial phase 𝜑𝑗(𝑡0) and 𝑓𝑗 (𝑡) describing the intensity and decay of the sig-
nals. Usually, NMR signals are demodulated with a frequency 𝜔0 during the acquisition,
see Sect. 2.6.1, which is equivalent to a description in a rotating frame with the same
frequency. The associated phase 𝜙𝑗(𝑡) is then given by

𝜙𝑗(𝑡) = 𝜑𝑗(𝑡) − 𝜔0𝛥𝑡, (4.11)

𝛥𝑡 = 𝑡− 𝑡0. (4.12)

4.2 Spectral artifacts

The consequences of a time-dependent field can best be seen using computer-simulated
FIDs according to Eq. (4.9) and (4.10) as details are obscured by noise in a real mea-
surement. As the signal decay is mostly caused by the field’s inhomogeneity, it is rea-
sonable to use a common decay function with different amplitudes 𝑐𝑗 for all signals, i.e.,
𝑓𝑗 (𝑡) = 𝑐𝑗𝑓 (𝑡). A difference in shift values 𝛥𝛿 will only lead to a minor change of the
decay time constants by a factor of 1/ (1 +𝛥𝛿) and can thus be ignored.

The left hand side of Fig. 4.2 shows three different simulated FIDs 𝑦 (𝑡) with 𝜔in = 0
in the rotating frame with a magnetic field 𝐵 (𝑡) that increases linearly with a rate of
𝛾𝑑𝐵/𝑑𝑡/2𝜋 = 𝛽 = 250 MHz s−1 and starts at 𝛾𝐵(0)/2𝜋 = 𝛼 = 100 MHz according to

𝛾𝐵 (𝑡) /2𝜋 = 𝛼 + 𝛽𝑡. (4.13)

With an exponential decay (time constant 𝜏 = 50 µs) the superposition 𝑦(𝑡) of two signals
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Figure 4.2: (1) Numerical simulated FIDs with a slowly changing magnetic field. The
first one starts with a higher frequency then the rotating frame (a), the second one starts at
the frequency of the rotating frame (b) and the last one is the superposition of both (c). (2)
Real part (red) and absolute value (blue) of the Fourier transform and the corresponding
static field spectra (real part, black). (3) The derivative of the argument 𝜙 in the rotating
frame with 𝜔0 = 2𝜋𝛼 of all three FIDs.

with shifts of 𝛿1 = 1000 ppm and 𝛿2 = 0 ppm and amplitudes 𝐴2/𝐴1 = 2 is then given by

𝑦 (𝑡) = 𝐴1 exp [𝑖𝜑1(𝑡)] exp (−𝑡/𝜏) + 𝐴2 exp [𝑖𝜑2(𝑡)] exp (−𝑡/𝜏), (4.14)

𝜑𝑗(𝑡) = 𝛾 (1 + 𝛿𝑗)
𝑡∫︁

0

𝐵 (𝑡′) 𝑑𝑡′ = 2𝜋 (1 + 𝛿𝑗)
[︂
𝛼𝑡+ 𝛽

2 𝑡
2
]︂
. (4.15)

The associated Fourier transform spectra (middle column in Fig. 4.2, red and blue curves,
frequency scale shifted by 𝜔0/2𝜋 = −100 MHz) are modulated towards higher frequen-
cies and show artifacts that are not present in a static field counterpart (black curves).
Therefore, it becomes evident that a demodulation is necessary to obtain useful spectra.
However, to remove the effects of the changing magnetic field, first, its precise time-
dependence has to be known. As mentioned previously, it was established in Ref. [72]
that the derivative of the argument of the complex trace can be used for the determination,
cf. Fig. 4.2.3a and Fig. 4.2.3b.
In case of a superposition of multiple signals with different frequencies however, this
produces an oscillating curve, cf. Fig. 4.2.3c. In case of two constituents with amplitudes
𝑐1 and 𝑐2, a modulation appears. This can be understood by switching to the rotating
frame (red axes) of the stronger component (with 𝜑1(𝑡) in Fig. 4.3). Note that this
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Figure 4.3: Origin of oscillations of the phase in case of two signals. The phase 𝜑2(𝑡) of
the weaker component modulates to the phase 𝜑1(𝑡) of the stronger component.

rotating frame becomes weakly accelerated due to the increasing field which corresponds
to the overall increase of the minima and maxima in Fig. 4.2.3c. Within this frame, only a
small rotation caused by 𝜑2(𝑡) is added with an effective angle of 𝜑2(𝑡)−𝜑1(𝑡). Therefore,
the period of the modulation is given by the inverse of the frequency difference and the
amplitude decreases if 𝑐1/𝑐2 becomes larger.

4.3 Frequency-dependent intensity modifications

Due to the large frequency offsets in a pulsed field NMR experiment, the intensities of
the observed signals get modified by the receiving tank circuit as well as the excitation
pulse. Because typical resonance frequencies are rather large, the most prominent system-
atic modification of the observed signal amplitudes and phases is caused by the limited
bandwidth of the excitation. On the other hand, the effect of the limited bandwidth of
detection from the resonator is usually smaller due to the low quality factor 𝑄 .

4.3.1 Off-resonance excitation

In case of a spin 𝐼 = 1/2 or a weak excitation in case of a system with a quadrupole
splitting, the magnetization M after a rectangular RF pulse of length 𝜏 and field strength
𝐵RF can be calculated using rotation matrices that describe the offset-dependent rotation
around an effective axis and angle [23]. The effective RF field 𝐵eff is given by

𝐵eff =

√︃
𝐵2

RF + 𝛥𝜔2

𝛾2 (4.16)
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and tilted (relative to the 𝑧-axis) by an angle 𝜃1

𝜃 = arctan
(︂
𝛾𝐵RF

𝛥𝜔

)︂
. (4.17)

The effective nutation angle 𝛽eff increases with the offset and is given by

𝛽eff = −𝛾𝐵eff𝜏. (4.18)

Starting with a magnetization M0 along the 𝑧-axis, the relevant rotation matrices are
given by

ℛ𝑥 (𝜃) =

⎛
⎜⎝

1 0 0
0 cos 𝜃 − sin 𝜃
0 sin 𝜃 cos 𝜃

⎞
⎟⎠ , (4.19)

ℛ𝑧 (𝛽eff) =

⎛
⎜⎝

cos 𝛽eff − sin 𝛽eff 0
sin 𝛽eff cos 𝛽eff 0

0 0 1

⎞
⎟⎠ , (4.20)

and the magnetization after the RF pulse is

M = ℛ−1
𝑥 (𝜃) ℛ𝑧 (𝛽eff) ℛ𝑥 (𝜃) M0 (4.21)

= 𝑀0

⎛
⎜⎝

sin 𝛽eff sin 𝜃
(1 − cos 𝛽eff) sin 𝜃 cos 𝜃
cos2 𝜃 + cos 𝛽eff sin2 𝜃

⎞
⎟⎠ . (4.22)

The amplitude 𝐴 of the induced voltage is porportional to the absolute value of transverse
magnetization

𝐴 ∝
√︁
𝑀2

𝑥 +𝑀2
𝑦 = sin 𝜃

√︁
sin2 𝛽eff + (1 − cos 𝛽eff)2 cos2 𝜃 (4.23)

and has a phase shift 𝛼 = arctan (𝑀𝑦/𝑀𝑥) relative to the on-resonance case.

1 Within this section, arctan denominates the arc tangent within the respective quadrant, commonly
also refered to as atan2 or arctan2 function.
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Figure 4.4: (1) Normalized intensity 𝐼/𝐼max of the transverse magnetization (red) and
a sinc function (blue, dashed) for a 10° (a) and a 90° pulse (b) as a function of the off-
resonance frequency for a rectangular 𝜏 = 200 ns pulse. (2) Phase shift 𝛥𝛼 of the transverse
magnetization relative to on-resonance excitation (red). Dotted line is a guide to the eye
(linear with a slope of 𝜋/𝜏).

As can be seen in Fig. 4.4, the normalized intensity 𝐼/𝐼max for a small excitation angle
(at resonance) is well described by a normalized sinc function

sinc (𝑥) = sin (𝜋𝑥) / (𝜋𝑥) , (4.24)

but deviates for larger excitation angles. Furthermore, the phase 𝛥𝛼 relative to the case
of on-resonance excitation has linear dependence on the offset frequency.
Due to the required high bandwidth and thus short RF pulses, the excitation angles are
typically small in a pulsed field experiment. Therefore, in most applications, a sinc func-
tion can be assumed, and knowledge of the RF field strength is not needed for analysis.
The alterations to the intensity of off-resonant signals can most easily be corrected with
a frequency domain filter ℎ (𝛥𝜔). For this, the inverse of the sinc function can be used in
the small excitation angle case. However, as the sinc function has nodes at 𝛥𝜔 = 2𝜋/𝜏 ,
a cutoff 𝛥𝜔cutoff needs to be introduced to circumvent the resulting divergence of the
inverse as well as the increasing amplification that results in a decreased signal-to-noise
ratio.
Since the time-dependence of the magnetic field, given by the change of Larmor frequency
during one FID, typically is more than an order of magnitude smaller compared to the
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Figure 4.5: (a) Intensity correction filter ℎ(𝛥𝜔) to compensate for off-resonance excita-
tion. (b) Maximum value of ℎ(𝛥𝜔) within the used frequency range as a function of the
cutoff frequency.

bandwidth of ℎ (𝛥𝜔), it does not need to be taken into account at this stage. Furthermore,
it is advantageous to continue the filter smoothly beyond the cutoff frequency, but the
precise shape of it is not critical.
In all following chapters, the filter ℎ (𝛥𝜔) was chosen as

ℎ (𝛥𝜔) =

⎧
⎪⎪⎪⎨
⎪⎪⎪⎩

ℎ0 (𝛥𝜔) = 1
sinc( 𝛥𝜔𝜏

2𝜋 ) , 0.0 ≤ |𝛥𝜔𝜏/2𝜋| ≤ 0.4

ℎ1 (𝛥𝜔) = 𝑎2
(︀⃒⃒

𝛥𝜔𝜏
2𝜋

⃒⃒
− 0.5

)︀2 + 𝑎0 , 0.4 ≤ |𝛥𝜔𝜏/2𝜋| ≤ 0.5

ℎ2 (𝛥𝜔) = 𝑎0 exp
(︁

− (𝜔𝜏−1)2

0.04𝜋2

)︁
, 0.5 ≤ |𝛥𝜔𝜏/2𝜋|

(4.25)

Here, ℎ1(𝛥𝜔) is a quadratic function with its maximum at 𝛥𝜔𝜏/2𝜋 = 0.5 that has the
same value and slope at 𝛥𝜔𝜏/2𝜋 = 0.4. Its constant prefactors are then given by

𝑎2 = −5𝜋𝜏 2
{︂

sin (0.4𝜋) − 0.4𝜋𝜏 cos (0.4𝜋)
sin2 (0.4𝜋)

}︂
, (4.26)

𝑎0 = 1
sinc (0.4𝜋) −

(︂
0.1
𝜏

)︂2
𝑎2. (4.27)

For higher frequencies, a Gaussian function continues the filter asymptotically to zero.
The filter as a function of 𝛥𝜔𝜏/2𝜋, its product with the corresponding sinc function and
its maximal value as a function of the chosen cutoff frequency are shown in Fig. 4.5.
Note that we choose not correct for the phase shift 𝛥𝛼 at this point. Due to its almost
linear dependence on the frequency offset, cf. Fig. 4.4, it will produce a linear phase
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modulation in the spectra from one FID and a phase offset between spectra from two
FIDs that are recorded at slightly different fields.

4.3.2 Off-resonance detection

Apart from the excitation pulse, the signal is also modified by the receiving tank circuit
of the NMR probe that can be described as a driven harmonic oscillator with losses. As
described in Sect. 2.6.2, an intensity variation 𝑔 (𝜔) as well as a phase 𝛥𝛼 are introduced
as a function of the driving frequency 𝜔.
For a tank circuit with a resonance frequency 𝜔0 and quality factor of 𝑄, using 𝜀 =(︀
𝜔2

0 − 𝜔2)︀ /𝜔𝜔0 they are given by

𝑔 (𝜔) = 𝜔0

𝜔

1√︀
𝑄2𝜀2 + 1

, (4.28)

𝛥𝛼 (𝜔) = arctan
(︂

1
𝑄𝜀

)︂
. (4.29)

Note that 𝑄 is the quality factor of the loaded tank circuit and differs from the quality
factor 𝑄tuning that can be measured using a network analyzer,

𝑄 = 𝑄loaded = 𝑄tuning/2. (4.30)

The intensity variations according to Eq. (C.1) for a resonance frequency of 500 MHz and
three different quality factors is shown in Fig. 4.6a. As expected, the effect becomes more
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Figure 4.6: (a) Modified intensity (normalized) due to the receiving tank circuit as a
function of the frequency offset 𝛥𝜔 = 𝜔 − 𝜔0 with 𝜔0/2𝜋 = 500 MHz for three different
quality factors of the loaded tank circuit. (b) Phase 𝛥𝛼 relative to the onresonance case
with linear fits for small offsets (dashed).
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important in the case of a low bandwidth (and high quality factor) resonator.
Independent on the value of𝑄, the phase difference is always described by a linear function
near the resonance frequency, cf. Fig. 4.6b. For higher quality factors, however, the
frequency range where this is an accurate description becomes smaller, having significant
deviations even for offsets of a few MHz. For larger frequency offsets, however, the phase
difference approaches values of 𝛥𝛼 → ±𝜋/2 asymptotically.

4.4 Field determination
As previously mentioned, cf. Eq. (4.10), the phase 𝜑(𝑡) (or 𝜙(𝑡) in the rotating frame) of
an NMR signal during the free induction decay is related to the applied magnetic field
𝐵(𝑡). Taking the time derivative, we find

𝑑𝜑(𝑡)
𝑑𝑡

= 𝜔𝐵
𝐵 (𝑡)
𝐵max

+ 𝜔in, (4.31)

𝑑𝜙(𝑡)
𝑑𝑡

= 𝜔𝐵
𝐵 (𝑡)
𝐵max

+ 𝜔in − 𝜔0. (4.32)

Therefore, the time dependence of the relative applied magnetic field 𝐵𝑘 (𝑡) /𝐵max during
an FID 𝑘 could be obtained as long as 𝜔𝐵 and 𝜔in were known,

𝐵𝑘 (𝑡)
𝐵max

= 𝑑𝜑𝑘(𝑡)/𝑑𝑡− 𝜔in

𝜔𝐵
, (4.33)

= 𝑑𝜙𝑘(𝑡)/𝑑𝑡− 𝜔in + 𝜔0

𝜔𝐵
, (4.34)

= 𝜔L(𝑡) − 𝜔in

𝜔L(𝑡max) − 𝜔in
. (4.35)

In case that the field-independent contribution to the Larmor frequence 𝜔L is much
smaller than the field-dependent one (𝜔in ≪ 𝜔𝐵), 𝐵𝑘 (𝑡) /𝐵max can be approximated as

𝐵𝑘 (𝑡)
𝐵max

≈ 𝑑𝜑(𝑡)/𝑑𝑡
𝜔𝐵 + 𝜔in

= 𝑑𝜙(𝑡)/𝑑𝑡+ 𝜔0

𝜔𝐵 + 𝜔in
= 𝜔L (𝑡)
𝜔L (𝑡max) . (4.36)

In general, 𝜔𝐵 = 𝜔L (𝑡max) −𝜔in is not known a priori, but can be extrapolated by fitting
the observed time-derivative to a polynomial function.
In practice, a NMR spectrometer records the signal of a FID 𝑘 at discrete times1 𝑡𝑗

1 Square brackets are used in the following for functions and quantities that are only defined for
discrete times.
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as a complex I/Q-demodulated trace 𝑦𝑘 [𝑡𝑗 ] with the carrier frequency 𝜔0. In order to
recover 𝜙𝑘 [𝑡𝑗 ] from the measured data, the angle of the complex numbers 𝑦𝑘 [𝑡𝑗 ] has to be
calculated with the 2𝜋 discontinueties lifted. Within the Python programming language,
for an array y of complex numbers (numpy.ndarray with a single/double precision data-
type of numpy.complex64 or numpy.complex128) this is implemented in NumPy/SciPy
[45, 121] as

varphi=numpy.unwrap(numpy.angle(y)).

Based on this, the derivative for an intermediate time in between two data points is
defined as

𝑑𝜙𝑘

𝑑𝑡

[︂
𝑡𝑗+1 + 𝑡𝑗

2

]︂
def= 𝜙 [𝑡𝑗+1] − 𝜙 [𝑡𝑗 ]

𝑡𝑗+1 − 𝑡𝑗
, (4.37)

for each FID 𝑘.
Due to the slow change of the magnetic field inbetween two data points, the values of
𝑑𝜙𝑘/𝑑𝑡 can be approximated as

𝑑𝜙𝑘

𝑑𝑡
[𝑡𝑗 ] ≈ 𝑑𝜙𝑘

𝑑𝑡

[︂
𝑡𝑗+1 + 𝑡𝑗

2

]︂
. (4.38)

Within this approximation, all derivatives 𝑑𝜙𝑘/𝑑𝑡+𝜔0 and all discrete values of 𝑡𝑗 where
the SNR is sufficient are used for a single polynomial regression. Here, we use a contin-
uously defined polynomial function 𝛺 (𝑡) of third order that describes the field in terms
of the Larmor frequency of the signal that was used for the fit during the complete field
pulse,

𝛺 (𝑡) = 𝑎𝑡3 + 𝑏𝑡2 + 𝑐𝑡+ 𝑑. (4.39)

Then, the time-dependence of the relative magnetic field is given by

𝐵 (𝑡)
𝐵max

= 𝛺 (𝑡) − 𝜔in

𝛺max − 𝜔in
, (4.40)

𝛺max = max
𝑡

{𝛺(𝑡)} , (4.41)

or in the previously discussed case of a small field-independent contribution 𝜔in

𝐵 (𝑡)
𝐵max

= 𝛺(𝑡)
𝛺max

. (4.42)
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Figure 4.7: Superposition of the real part of two signals before (black, same data as in
Fig. 4.2) and after (cyan, red) applying a rectangular frequency-domain filter 𝑓 (dashed).
(a) Real part of FT. (b) Derivatives of the argument 𝜙 of the complex trace in the rotating
frame.

However, up to this point, it was assumed that the FID is produced by the signal of a
single spin species. In the case of a superposition of multiple signals, filtering is needed
to remove the other contributions, see Fig. 4.7.

This can be accomplished using a rectangular frequency domain filter 𝑓𝑘(𝛥𝜔) that is
individual for each FID 𝑘 and symmetric around a manually assigned center frequency
𝜔center

𝑘 with a bandwidth of 𝛥𝜔𝑓 ,

𝑓𝑘(𝛥𝜔) =

⎧
⎨
⎩

1 , 𝛥𝜔 + 𝜔0 ∈ [𝜔center
𝑘 −𝛥𝜔𝑓/2, 𝜔center

𝑘 +𝛥𝜔𝑓/2]

0 , 𝛥𝜔 + 𝜔0 ̸∈ [𝜔center
𝑘 −𝛥𝜔𝑓/2, 𝜔center

𝑘 +𝛥𝜔𝑓/2]
. (4.43)

These filters are applied in the frequency-domain using the Fast Fourier Transform (FFT)
and its inverse (IFFT) operation on the initial data 𝑦𝑘 [𝑡𝑗 ] before calculating 𝜙𝑘 [𝑡𝑗 ].

4.5 Fourier transform with time-dependent base functions

Having a mathematical description of the time-dependent magnetic field, the Fourier
transform (FT) needs to be modified to take this information into account.

In most modern NMR applications the fast Fourier transform (FFT) is used to obtain
spectra based on the recorded time-domain data for a discrete set of frequencies. In
a more general definition the conventional discrete-time Fourier transform (DTFT) of
signal 𝑦𝑘 [𝑡𝑗 ] sampled at times 𝑡𝑗 = 1, ..., 𝑡𝑛 assigns a complex coefficient 𝑌𝑘(𝜔) to each
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frequency 𝜔 according to

𝑌𝑘 (𝜔) =
𝑛∑︁

𝑗=1
𝑦𝑘 [𝑡𝑗 ] exp (−𝑖𝜔𝑡𝑗). (4.44)

The expression describes the summation over all samples after they have been rotated in
the complex plane by an angle of −𝜔𝑡𝑗 . More over, this is equivalent to the summation
in a rotating frame that is rotated by an angle of +𝜔𝑡𝑗 . For any sinusoidal signal 𝑦𝑘 [𝑡𝑗 ],
𝑌𝑘(𝜔) will have the largest absolute value if 𝜔 matches the signal’s frequency.

In the case of a signal with a modulated phase due to a changing magnetic field, however,
a similar transform that takes 𝐵 (𝑡) /𝐵max into account according to Eq. (4.10) can be
defined as

𝑌𝑘 (𝜔𝐵, 𝜔in) =
𝑛∑︁

𝑗=1
𝑦𝑘 [𝑡𝑗 ] exp {(−𝑖𝜑(𝜔𝐵,𝜔in,𝑡𝑗)} (4.45)

=
𝑛∑︁

𝑗=1
𝑦𝑘 [𝑡𝑗 ] exp

⎧
⎨
⎩𝑖

𝑡𝑗∫︁

𝑡1

[︂
𝜔𝐵

𝐵 (𝑡′)
𝐵max

+ 𝜔in

]︂
𝑑𝑡′ − 𝑖𝜑(𝑡1)

⎫
⎬
⎭. (4.46)

In many applications, the Zeeman interaction dominates the interactions 𝜔in that are
field-independent by a few orders of magnitude due to the high magnetic field. In this
case, 𝜔in one can be treated as being proportional to the magnetic field as well, only
shifting the signals at lower field 𝐵(𝑡) < 𝐵max by 𝜔e that, at a time 𝑡, is given by

𝜔e = 𝜔in

(︂
1 − 𝐵(𝑡)

𝐵max

)︂
. (4.47)

Here, the magnetic field range is typically small 𝐵 (𝑡) /𝐵max ≈ 99 %, ..., 100 %. Then, the
approximation is valid, if the systematic error 𝜔e is much smaller then the linewidth. In
this case we introduce 𝜔 = 𝜔𝐵 + 𝜔in that takes the place of 𝜔𝐵 and drop the second,
field-independent, parameter such that only one remains with

𝑌𝑘 (𝜔) =
𝑛∑︁

𝑗

𝑦𝑘 [𝑡𝑗 ] exp

⎧
⎨
⎩𝑖

𝑡𝑗∫︁

𝑡1

𝜔
𝐵 (𝑡′)
𝐵max

𝑑𝑡′ − 𝑖𝜑(𝑡1)

⎫
⎬
⎭. (4.48)

While the orthogonality of the base functions gives a canonical set of frequencies in case
of the FFT, it is less clear in the case of the modified Fourier transform. Since the values
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of 𝜔 can be chosen freely with sufficiently small steps between consecutive ones, this is not
a problem and only produces additional computational costs (in the order a few seconds
for a spectrum with 1024 data points).
However, there are two criteria, based on aliasing and the excitation bandwidth, that
impose limits to the range of 𝜔 that will be discussed now.

Aliasing

Just like with the conventional discrete Fourier transform, aliasing appears, if the sam-
pling rate is too low. In a constant field 𝐵 (𝑡) = 𝐵max, the sum in Eq. (4.48) does not
change for a sampled sinusoidal signal 𝑦𝑘 [𝑡𝑗 ] with a frequency of 𝜔 if the exponent in-
creases by 2𝜋𝑖 between two consecutive samples with a time difference of 𝛥𝑡. This is the
case for 𝜔𝑙 = 𝜔 + 2𝜋𝑙/𝛥𝑡 with 𝑙 ∈ Z.
In a time-dependent field, this condition depends on the particular 𝐵 (𝑡) . However, if
the change is slow, meaning 𝐵 (𝑡) only changes weakly during the FID starting at 𝑡 = 𝑡𝑘,
it can be approximated as

𝜔𝑙 = 𝜔 + 𝐵max

𝐵 (𝑡𝑘)
𝑙

𝛥𝑡
. (4.49)

Note that 𝜔𝑙 and 𝜔 are the frequencies that the signal would have at 𝐵max.
As a consequence, the equivalent to the Nyquist frequency 𝛥𝜔Nyquist depends on 𝐵 (𝑡𝑘)
as well and is given by

𝛥𝜔Nyquist = 𝐵max

𝐵 (𝑡𝑘)
1

2𝛥𝑡. (4.50)

Excitation bandwidth and reconstruction of broad spectra

A filter ℎ (𝛥𝜔) was previously discussed to compensate for the off-resonance excitation
around the carrier frequency 𝜔0 of the excitation pulse. Here, a cutoff frequency 𝛥𝜔cutoff

was introduced that, as a consequence, limits the accesible values of 𝜔 in a single FID.
While 𝛥𝜔, 𝜔0 and 𝛥𝜔cutoff are genuine frequencies in the experiment, the parameter 𝜔
of the Fourier transform with time-dependent base functions is not. Again, assuming a
slow change of the magnetic field (𝐵(𝑡) ≈ 𝐵(𝑡𝑘)), the respective cutoff values 𝜔±

𝑘 for 𝜔
are

𝜔±
𝑘 = (𝜔0 ±𝛥𝜔cutoff) 𝐵max

𝐵(𝑡𝑘) (4.51)



4.5 Fourier transform with time-dependent base functions 37

with 𝜔𝑘 ∈
[︀
𝜔−

𝑘 , 𝜔
+
𝑘

]︀
.

In practice only this limitation is significant, as the sampling rate (inverse of the delay
in between two consecutive samples) is only limited by the spectrometer hardware and
can be chosen as high as 25 MHz in the case of the HZDR spectrometer. With a cutoff
frequency of 𝛥𝜔cutoff/2𝜋 = 0.4/𝜏 , this would require a pulse length of 𝜏 < 16 ns for
aliasing to become relevant.

Assembling broad spectra

In case of a broad frequency spectrum, it might never be fully captured within the exci-
tation bandwidth

[︀
𝜔−

𝑘 ,𝜔
+
𝑘

]︀
from Eq. (4.51) that was introduced because of the intensity

correction filter introduced in Sect. 4.3.1 of any 𝑌𝑘 (𝜔). Then, spectral data resulting from
multiple FIDs 𝑘 have to be combined. A correct description of 𝐵 (𝑡) /𝐵max translates the
genuine frequencies of the measurement to the associated values of 𝜔 in the combined
spectrum, cf. shaded and non-shaded parts of the spectra in Fig. 4.8.
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Fig. 4.8: Phase adjustment of consecutive spectra 𝑘
excited at 𝑡𝑘 (data from Ch. 6). Shaded parts of the
spectra are outside of 𝜔±

𝑘 and are discarded. Only parts
within

[︀
𝜔−

𝑙 , 𝜔+
𝑙

]︀
∩
[︀
𝜔−

𝑘 , 𝜔+
𝑘

]︀
with 𝑙 < 𝑘 are relevant to

iteratively adjust the phases (colored boxes).

However, due to the changing ex-
citation and detection conditions,
the phase of different spectra will
not be constant and needs to be
adjusted first. While it is mostly
possible to account for the dif-
ferent sources and their effects,
it is not needed in case of spec-
tral overlap between the spectra
𝑌𝑘(𝜔) of consecutive FIDs such
that

[︀
𝜔−

𝑘−1, 𝜔
+
𝑘−1
]︀

∩
[︀
𝜔−

𝑘 , 𝜔
+
𝑘

]︀
̸=

∅, cf. Fig. 4.8. In this case, the
correct phase offset can be found
using a numerical optimization
procedure that can be continued iteratively for all 𝑘.
For this,the sum of the phase adjusted spectra, 𝑌 𝑐

𝑘 (𝜔), with 𝑘 being the number of spectra
already included, which equals the number of iteration steps, is defined as

𝑌 c
𝑘 (𝜔) =

∑︀𝑘
𝑙=1 𝑒

−𝑖𝜉𝑙𝑌𝑙 (𝜔)
𝑚𝑘 (𝜔) . (4.52)

In the denominator, 𝑚𝑘 (𝜔) is the number of spectra that contributed to 𝑌 c
𝑘 (𝜔) for given
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Figure 4.9: Normalized error 𝜀2 as a function of the correction angle 𝜉2 (data from Ch. 6).
Insets show magnitude (blue), real (red), and imaginary part (green) of 𝑌1(𝜔) (lower curves)
and 𝑒−𝑖𝜉2𝑌2(𝜔) (upper curves) for two values of 𝜉2.

value of 𝜔 and 𝑌 c
𝑘 (𝜔) is only defined if 𝑚𝑘(𝜔) > 0. Based on the previous iteration 𝑘−1,

two functions 𝑠1
𝑘(𝜔) and 𝑠2

𝑘(𝜔) can be defined with

𝑠1
𝑘(𝜔) =

⃒⃒
𝑒−𝑖𝜉𝑘𝑌𝑘(𝜔)

⃒⃒
+
⃒⃒
𝑌 c

𝑘−1(𝜔)
⃒⃒
, (4.53)

𝑠2
𝑘(𝜔) =

⃒⃒
𝑒−𝑖𝜉𝑘𝑌𝑘(𝜔) + 𝑌 c

𝑘−1(𝜔)
⃒⃒
. (4.54)

Starting with the first spectrum 𝑌1 (𝜔), the phase 𝜉1 is arbitrary (𝑌 c
0 (𝜔) is empty), but

all following phases 𝜉𝑘 are chosen to minimize the difference 𝜀𝑘 with

𝜀𝑘 =
∑︁

𝜔

𝑠1
𝑘 (𝜔) − 𝑠2

𝑘 (𝜔) . (4.55)

Here, the summation covers all values of 𝜔 that are in
[︀
𝜔−

𝑘 ,𝜔
+
𝑘

]︀
and in

[︀
𝜔−

𝑙 ,𝜔
+
𝑙

]︀
of one of

the previous spectra 𝑙 < 𝑘. It reaches its minimum for the value of 𝜉𝑘 that puts 𝑒−𝑖𝜉𝑘𝑌𝑘(𝜔)
in phase with 𝑌 𝑐

𝑘−1(𝜔), cf. Fig. 4.9.
We use the minimize function implemented in the LMFIT package for Python [82] to
find the proper value for 𝜉𝑘.
In the following, we use 𝑌 c(𝜔) to denominate the final combined spectrum where all
relevant 𝑌𝑘(𝜔) are included.

Linear phase correction

While the discussed procedure corrects for phase differences of multiple spectra 𝑌𝑘(𝜔) such
that they become coherent, in general, there is still a phase modulation in the combined
spectrum 𝑌 c(𝜔) that is also common in static field experiments. Here, in addition to
the excitation and detection conditions, the signal propagation delay through cables and
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electronic components produces a linear contribution as a function of the frequency in
good approximation.
In order to correct for this, we define the phase-corrected final spectrum 𝑌 (𝜔) with two
parameters 𝜁0 and 𝜁1 as

𝑌 (𝜔) = 𝑌 c (𝜔) exp [𝑖 (𝜁0 + 𝜁1𝜔)]. (4.56)

4.6 Longitudinal magnetization (𝑇1)
The longitudinal magnetization is a more complex quantity in a pulsed magnetic field
compared with the static counterpart. Due to the limited time that is available during the
field pulse and the changing magnetic field, excitation rarely happens with a thermally
equilibrated system. Furthermore, with the changing off-resonance excitation conditions,
the effect of every RF pulse is different and the time in between two consecutive pulses
is often too short for the system to return to equilibrium.
In experiments where the intensities are of particular importance, e.g., in relaxation
measurements, these effects have to be taken into account.
According to Eq. (4.22), starting with an initial longitudinal magnetization 𝑀0

𝑧 the 𝑧-
component 𝑀𝑧 after a rectangular RF pulse of duration 𝜏 is given by

𝑀𝑧 = 𝑀0
𝑧

(︀
cos2 𝜃 + cos 𝛽 sin2 𝜃

)︀
, (4.57)

𝛽 = −𝛾
√︁
𝐵2

RF +𝛥𝜔2/𝛾2𝜏, (4.58)

𝜃 = arctan (𝛾𝐵RF/𝛥𝜔). (4.59)

Here, the RF field strength of the circular polarized field is 𝐵RF. Since 𝛽 and 𝜃 depend
on the frequency offset 𝛥𝜔 during excitation, they have an implicite time dependence.
In the experiment, the induced voltage in the RF coil is proportional to the projection of
the magnetization vector perpendicular to the 𝑧-axis 𝑀⊥. It also depends on 𝑀0

𝑧 and is
given by

𝑀⊥ = = 𝑀0
𝑧 sin 𝜃

√︁
sin2 𝛽 + (1 − cos 𝛽)2 cos2 𝜃. (4.60)

The relaxation process of the longitudinal magnetization 𝑀𝑧(𝑡𝑗) from a time 𝑡𝑗 to a time
𝑡𝑗+1 = 𝑡𝑗 + 𝑇 towards equilibrium is usually described by

𝑀𝑧 (𝑡𝑗+1) = 𝑀 eq
𝑧 − [𝑀 eq

𝑧 −𝑀𝑧 (𝑡𝑗)] 𝑒−𝑇/𝑇1 . (4.61)
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The longitudinal magnetization, therefore, depends on the history of the applied RF
pulses together with their offset frequencies. Thus, any model used to describe the in-
tensities in a pulsed magnetic field experiment does not only need to include relaxation
times and observed intensities but also the history of all applied RF pulses including the
lengths, amplitudes, and frequency offsets. Such a model that also takes the finite band-
width of the receiving tank circuit into account can be found in Lis. E.2 (implemented in
Python).
Note that in presence of a quadrupole splitting a more complicated model becomes nec-
essary since Eq. (4.61) is not a valid description for the relaxation dynamics anymore
[108].
Similar to the single-scan Fourier transform method [48] which uses small angle excitation
to monitor the relaxation process, the sequence of observed intensities can be used to
extract the longitudinal relaxation time 𝑇1 which we will demonstrate with measurements
on metallic aluminum and metallic gallium in Sect. 5.2.



CHAPTER 5
Shift and spin-lattice relaxation measurements in pulsed magnetic
fields

In the following, the methods that were introduced in the last chapter will be tested in a
27Al Knight shift measurement and spin-lattice relaxation measurements (𝑇1) on metallic
aluminum and gallium in a pulsed magnetic field. These results have been published in
Ref. [55].

5.1 Shift measurement
In order to resolve the 27Al NMR Knight shift 𝐾𝑆 of metallic aluminum powder, an-
other compound is used as a reference to calibrate the magnetic field 𝐵max and thus the
frequency scale of 𝜔 to a shift scale. Here, signal averaging is performed, showing the
expected gain of signal-to-noise ratio even across three independent field pulses and a
value of 𝐾𝑆 = 1640 ppm, consistend with literature, cf. Ref. [11], is found.

5.1.1 Experimental

The shift experiment was performed in a KS3 type magnet at the HLD that can produce
fields up to 63 T with typical NMR observation times of about 5 ms, cf. Fig. 3.2. A
field of about 55.7 T was used in three consecutive pulses with charging voltages of about
19.6 kV. The charging voltage for each field pulse was slightly adjusted according to
the field-per-voltage history of the previous ones and the pre-pulse coil resistance 𝑅coil to
obtain Larmor frequencies close to the carrier frequency of the spectrometer, cf. Tab. 5.1.
The sample was a mixture of metallic aluminum powder (Alfa Aesar, 99.97 % purity,
𝑇1 ≈ 7.4 ms) and standard Linde type A zeolite powder (𝑇1 ≈ 1.4 ms) in epoxy glue with
a volume of several µL at a temperature of 257 K (measured with a PT1000 temperature

41
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Table 5.1: Experimental parameters in the aluminum shift measurements (temperature
sensor resistance 𝑅PT1000, pre-pulse coil resistance 𝑅coil, and charging voltage 𝑈capacitors).

experiment 𝑅PT1000 𝑅coil 𝑈capacitors

2014-01-23-01 938 Ω 100.6 mΩ 19.56 kV
2014-01-23-02 939 Ω 99.9 mΩ 19.55 kV
2014-01-23-03 939 Ω 100.9 mΩ 19.57 kV

sensor before and after the field pulses). The volume density of 27Al nuclei from the zeolite
in the mixture was about an order of magnitude smaller (≈ 14 %) compared with the
metal. The expected shift values relative to the commonly used standard Al(H2O)6Cl3
are 𝛿1 = 𝐾𝑆 = 1640 ppm for the metallic aluminum [11] and 𝛿2 = 58.7 ppm for the zeolite
[26].
The sample was placed in a small RF coil (diameter 𝑑 = 1 mm, length 𝑙 = 1.2 mm) with
a nearly optimal filling factor that was part of a home-built probe that fits the cryostat
available at the facility (inner diameter 16 mm) and allows for precise adjustment of the
height within the pulsed field magnet.

RF

tRF

∆
ω

Fig. 5.1: Pulse sequence for shift
measurement near the field maxi-
mum.

As sketched in Fig. 5.1, a sequence of about 100 rect-
angular RF pulses with a duration of 𝜏 = 300 ns and
a seperation of about 500 µs was applied at a fixed
power level and carrier frequency equal to the reso-
nance frequency of the tank circuit 𝜔0/2𝜋 = 617 MHz
(quality factor 𝑄 = 23).
During the field pulse, a complex I/Q-demodulated
signal trace was recorded at a sampling rate of
10 MHz and later split into segments (one after each

of the RF pulses). The segments that contained FIDs were then subjected to left shifts
and a baseline correction as in regular NMR experiments.
Based on the RF coil properties and the applied power level, the estimated on-resonance
flip-angle is only about 17 ∘, giving a decrease of the longitudinal magnetization by less
then 5 %.

5.1.2 Results

The raw Fourier transform spectra from FIDs with sufficient signal from the three field
pulses after a baseline correction and a left shift by 2 µs are shown in Fig. 5.2. The strong,
higher frequency, signal originates from the metallic aluminum.
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Figure 5.2: Magnitude (blue), real part (red), and imaginary part (green) of the Fourier
transformed raw FIDs (only every other FID is shown) of a mixture of metallic aluminum
(strong signal) and Linde type A zeolite (one order of magnitude weaker signal, indicated
with black arrows), excited at different times 𝑡RF near the field maximum of 55.7 T in three
consecutive field pulses ((a) 2014-01-23-01, (b) 2014-01-23-02, (c) 2014-01-23-03) together
with the fitted field profiles (𝛺(𝑡) − 𝜔0, dotted black curves). The frequency scale 𝛥𝜔
is relative to the carrier frequency of the spectrometer. The dashed teal box marks the
window that is enlarged in Fig. 5.3.
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Fig. 5.3: Artifacts in raw FT
spectra (enlarged from Fig. 5.2a).

At about 1 MHz lower frequency, the signal from the
zeolite (marked by black arrows in Fig. 5.2a) is just
barely visible.
Furthermore, modulation artifacts can be seen in the
spectra from the metallic aluminum that were acquired
further from the field maximum, cf. Fig. 5.3. They are
only visible on one side, i.e., at higher frequencies in
case of a rising field and at lower frequencies in case
of a falling field.

Field fit
As first step, the time-dependence of the magnetic field in terms of the Larmor frequency
𝛺(𝑡) of the metallic aluminum is determined. After applying the intensity correction filter
ℎ(𝛥𝜔) for the 𝜏 = 300 ns pulses (with an increased bandwidth of 𝜔cutoff/2𝜋 = 0.6/𝜏),
rectangular band-pass filters with a bandwidth of 700 kHz and a center frequency based on
the signal from the metallic aluminum are applied in the frequency domain, see Fig. 5.4a.
Then, the argument 𝜙𝑘 [𝑡𝑗 ] of the filtered trace can be calculated, see Fig. 5.4b.
Finally, the derivative of 𝜙𝑘 [𝑡𝑗 ] (with 𝜔0 added) is fit to 𝛺(𝑡) according to Eq. (4.39) to
obtain the time dependence of the magnetic field in terms of the Larmor frequency of the
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Figure 5.4: (a) Magnitude (blue), real part (red), and imaginary part (green) of the
Fourier transformed filtered FIDs for field fit (data set is the same as in Fig. 5.2) only every
other FID is shown). The applied frequency filters are shown as dashed curves. (b) The
argument 𝜙𝑘 of the filtered FIDs in the rotating frame.

metallic aluminum NMR signal, see Fig. 5.5a.
The frequencies 𝛺max at maximum fields of the three different field pulses only differ by
6.5 kHz. However, in one case, the maximum was only reached 0.3 ms later, see Fig. 5.5b,
showing the limited reproducebility of the pulsed field.

Fourier transform with time-dependent base functions

The polynomial description of the magnetic field can now be used for the Fourier trans-
form with time-dependent base functions according to Eq. (4.48). Note that in the

18 19 20

616

617

618 (a)

t [ms]

Ω
/
2π

[M
H

z]

18.2 18.6 19.0 19.4

617.7

617.8

617.9
(b)

t [ms]

Ω
/2
π

[M
H

z]

Figure 5.5: (a) Field fit for 𝛺(𝑡) (data set is the same as Fig. 5.2a, grey symbols are
from FIDs that were not shown in the other relevant figures). (b) The obtained polynomial
function near the maximum for the three field pulses.
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following, the plots are in a shift scale 𝜎 relative the maximum value 𝛺max of the fit for
the metallic aluminum, cf. Eq. (4.41), with

𝜎(𝜔) = 𝜔

𝛺max
− 1. (5.1)

The spectra 𝑌𝑘(𝜎) within the respective cutoff ranges are shown in Fig. 5.6 (same data
sets as in Fig. 5.2). One can see that the FIDs that were acquired at the higher fields
give access to more negative shifts. As a consequence, some FIDs were not taken at high
enough field to cover the zeolite signal, e.g., at 𝑡RF = 17.29 ms in the first field pulse
(lowest curves in Fig. 5.6a).

While the intensities (magnitude) of the spectra are almost identical, they are clearly
phase shifted. Therefore, a phase adjustment needs to be performed before signal aver-
aging becomes possible. This is done with a simpler approach by minimizing the sum of
the imaginary part of the spectrum from the metallic aluminum instead of the method
that was introduced in Sect. 4.5.

Afterwards, the spectra can be summed up to 𝑌 c(𝜎) and a manual linear phase correction
according to Eq. (4.56) (with 𝜔 replaced by 𝜎) is performed to remove the frequency-
dependent phase modulation and obtain 𝑌 (𝜎).

In a last step, the shift axis is converted to a standard scale 𝛿 based on zeolite shift 𝜎2
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Figure 5.6: Fourier transform with time-dependent base functions according to field fits
shown in Fig. 5.5 (blue: magnitude, red: real part, green: imaginary part). Bottom axis is
shift relative to the metallic aluminum signal used for the fit.
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Figure 5.7: (a) Magnitude (blue), real part (red), and imaginary part (green) of the
normalized 27Al spectra of metallic aluminum (left) and Linde type A zeolite (right, scaled
by a factor of 8) with data from different numbers of FIDs included. (b) Gaussian fit (black)
to the real part of the signal from the metallic aluminum (red). (c) Gaussian fit (black) to
the real part of the signal from the Linde type A zeolite (red).

from a Gaussian fit and the reference value 𝛿2 = 58.7 ppm according to

𝛿(𝜎) =
[︂
1 + 𝜎 − 1 + 𝜎2

1 + 𝛿2

]︂
/

[︂
1 + 𝜎2

1 + 𝛿2

]︂
. (5.2)

Fig. 5.7a shows the resulting spectra calculated from a single FID, six FIDs from a single
field pulse, and 18 FIDs from three different field pulses. The increase in SNR due to the
coherent averaging can clearly be seen and agrees with the expectations. Both signals
show a Gaussian lineshape with a linewidth of ∼ 36 ppm (FWHM) which causes the
numeric uncertainty of the shift, see Fig. 5.7b and Fig. 5.7c.

The shift of the metallic aluminum is 𝛿1 = (1640 ± 5) ppm in agreement with the expected
value [11] and thus shows that pulsed magnetic fields can be used for the measurement
of NMR shifts. While the intensities of the two components agree with the respective
number of 27Al nuclei in this measurement, other systems can show systematic intensity
alterations, e.g., in case of a non-uniform distribution of 𝑇1.
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5.2 Measurement of nuclear spin-lattice relaxation
The spin-lattice relaxation rate 𝑇1 describes the return of the macroscopic longitudinal
magnetization of the nuclear spin system towards its equilibrium. While it can easily be
measured for most systems in a static field, obtaining it in a time-dependent magnetic field
is far more difficult. The most basic concept of repeated preparation of a well-defined
magnetization, either through inversion or saturation, waiting for a certain amount of
time and performing a read-out measurement becomes challenging as the field pulses
are only of limited reproducibility. Even more important, the need to repeat the whole
experiment for a set of different delay times makes it costly time-wise.
Within this section, a method to measure 𝑇1 in a pulsed magnetic field will be presented.
By treating the time-dependent magnetic field as an asset rather than an obstacle, an
adiabatic inversion caused by the changing field and a long-lasting and low-power RF
pulse inverts the magnetization (as simulated in App. B). Afterward, small-angle pulses
monitor the relaxation process within a single field pulse. Finally, a mathematical model
that takes all relevant effects into account is used to fit the observed intensities, cf.
Lis. E.2. However, the short duration of the magnetic field also limits applications of this
method to systems with a short 𝑇1, e.g., metals.

5.2.1 Experimental

Relaxation experiments were performed at the HLD on metallic aluminum powder (Alfa
Aesar, 99.97 % purity) in epoxy glue at a temperature of 𝑇 = 302 K (measured with a
KTY81/220 temperature sensor) and a field of 𝐵 ≈ 29 T in the LP magnet, cf. Fig. 3.2.
Experiments on metallic gallium (ESPI Metals, 5N purity) in epoxy glue were performed
at a temperature of 𝑇 = 308 K (measured with a PT1000 temperature sensor) and a
field of 𝐵 ≈ 58 T in a KS3 type magnet, cf. Fig. 3.2. The center of both magnets was
determined with preparatory low-field 1H NMR measurements in which the line width
was optimized by varying the 𝑧 position of the sample.
The samples were placed in small RF coils with a high filling factor that were part of
tank circuits with low quality factors. The dimensions, resonance frequencies, and quality
factors are listed in Tab. 5.2.

Table 5.2: Parameters of the tank circuits for the relaxation measurements.

sample diameter lenght resonance frequency quality factor
aluminum 2 mm 3 mm 322.3 MHz 27
gallium 1 mm 1.5 mm 594.7 MHz 60
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Figure 5.8: Top: Pulse sequence for a 𝑇1 experiment with an adiabatic inversion in
a pulsed magnetic field. A train of RF pulses with constant carrier frequency but two
different pulse durations and power levels is used (black, on top). After the inversion by
the long and weak pulse during the field upsweep, short, high-bandwidth readout pulses
monitor the relaxation process. Additional pulses monitor the field before the inversion
pulse. Due to the time-dependent magnetic field, the Larmor frequency changes (dotted
black curve) and escapes the bandwidth of excitation of the readout pulses (shaded area).
Bottom: The measured intensities (cyan symbols) are used to fit a model describing the
relaxation process (dashed cyan curve).

As sketched in Fig. 5.8, a sequence of rectangular RF pulses with two different durations
and power levels was used. For this, a function to read pulse sequences from XML
text files was added to the LabVIEW spectrometer software and a corresponding small
Python script for the generation of such files was implemented to simplify usage and
prevent human error (each read-out pulse consists of four steps, cf. App. D, each with a
type and duration).
The low power levels were produced by introducing an additional signal path into the
homebuilt spectrometer that included a passive attenuator, see Fig. D.1 in the appendix.
The attenuation was optimized based on the degree of inversion achieved at different
values since too high power levels produced a saturation instead of an inversion.
In case of the aluminum, the RF power level was 𝑃 = 40 W for the read-out pulses and
𝑃 = 1.6 W for the inversion field (applied for 2 ms). In case of the gallium the RF power
level was set to 𝑃 = 145 W for the read-out pulses and 𝑃 = 5 W for the inversion field
(applied for 350 µs).
The geometrically spaced read-out pulses had a duration of 𝜏 = 100 ns and an estimated
RF field strength of 𝐵RF = 6 mT, giving an estimated on-resonance tipping angle of
only 1.5° for the aluminum. For the gallium, the respective values were 𝜏 = 200 ns and
𝐵RF = 35 mT, giving an estimated on-resonance tipping angle of 28° (likely lower due to
limited penetration depth of the RF field).
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5.2.2 Results aluminum

Fig. 5.9a shows the conventional FTs of the FIDs. The inversion field lasted from 𝑡 =
1.2 ms until 𝑡 = 3.2 ms and the Larmor frequency 𝛾𝐵 (𝑡) crossed the RF field frequency
around 𝑡 = 2 ms. In addition to the inversion, the weak RF field also resulted in a loss
of signal intensity that can be seen when comparing the spectra from 𝑡RF = 0.4 ms and
𝑡RF = 3.2 ms. The zero-crossing occurs around 𝑡RF = 6.5 ms and the maximum frequency
offset was 1.7 MHz. A total of 28 FIDs acquired in a time-window of 24.5 ms represent
the relaxation process. Due to the lower SNR, several of the FIDs are excluded from
the fit to 𝛺(𝑡), see Fig. 5.9b. The quality of the fit, however, does not suffer from this
exclusion since it remains well-determined because of the FIDs before the inversion field.
By using 𝛺(𝑡), the spectra for each FID are calculated in a shift scale relative to 𝛺max

without applying ℎ(𝛥𝜔) to correct for the frequency offset during excitation (this cor-
rection is included in the fit model), cf. Fig. 5.10a. Each spectrum is phase-adjusted by
minimizing the sum of the imaginary part individually to make them phase-coherent.
The intensity 𝐼 is obtained as the sum of the real part and shown in Fig. 5.10b. Here, the
values for the first 10 FIDs (𝑡RF < 6.5 ms) are inverted manually. The fit (using the model
in combination with the Levenberg-Marquart algorithm) to the relaxation model is shown
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Figure 5.9: (a) Magnitude (blue), real part (red), and imaginary part (green) of the
Fourier transformed raw FIDs (not all FIDs are shown) of metallic aluminum excited at
different times 𝑡RF near the field maximum at 29 T in the relaxation measurement with the
fitted field profile (dotted black curves). The inversion field was applied from 𝑡 = 1.2 ms to
𝑡 = 3.2 ms (blue shaded area). (b) Field fit for 𝛺(𝑡) (several FIDs were excluded for the fit
because of their low intensity).
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Figure 5.10: (a) Magnitude (blue), real part (red), and imaginary part (green) of the
Fourier transform with time-dependent base functions after manual phase adjustment (only
every second FID is shown) of metallic aluminum excited at different times 𝑡RF near the
field maximum at 29 T. (b) Observed intensities (black symbols) and fit to the model (green
curve). (c) Normalized longitudinal magnetization from the fit model.

as the green curve in Fig. 5.10b and Fig. 5.10c shows the longitudinal magnetization of
the model. The parameters, as well as error estimates, can be found in Tab. 5.3. Note
that the fit value for 𝑇1 only changes far below the margin of error if the RF field strength
is assumed to be an order of magnitude smaller. We therefore find 𝑇1 = (7.4 ± 0.9) ms
(with a 2𝜎 confidence interval) which is larger then expected (6.13 ms [11]).

Table 5.3: Fit parameters for relaxation measurements on metallic aluminum at a tem-
perature of 𝑇 = 302 K and a field of 𝐵 ≈ 29 T. Parameter names refer to the the Python
implementation in Lis. E.2.

parameter value error estimate 𝜎

Brf 6 mT fixed
tau 0.1 µs fixed

gamma 6.97 × 107 rad s−1 T fixed
Q 13.5 fixed

fcenter 322.3 MHz fixed
Mstart -64.8 3.5
Meq 47.5 1.5
T1 7.4 ms 0.5 ms
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5.2.3 Results gallium

Again, Fig. 5.11a we shows the conventional FTs. Here, the inversion field lasted from
𝑡 = 1.00 ms until 𝑡 = 1.35 ms and the Larmor frequency 𝛾𝐵 (𝑡) crossed the RF field
frequency only at around 𝑡 = 1.30 ms.
The intensity after the inversion field is similar to the one before, cf. spectra at 𝑡RF =
0.81 ms and 𝑡RF = 1.36 ms. The zero-crossing occurs around 𝑡RF = 1.6 ms and the
maximum frequency offset during excitation was 2.5 MHz. Within the time-window of
4 ms after the inversion, the relaxation process is represented in 21 FIDs. Similar to the
aluminum, several of the FIDs are excluded for the fit of 𝛺(𝑡) because of their low SNR,
cf. Fig. 5.11b and the spectra are calculated accordingly.
Once more, after an individual phase-adjustement (by minimizing the sum of the imagi-
nary part) the intensity 𝐼 is obtained as the sum of the real part and the values for the
first 6 FIDs (𝑡RF < 1.6 ms) are inverted manually. The fit of 𝐼 to the relaxation model is
shown in Fig. 5.12b and the time-dependent 𝑀𝑧 of the fit in Fig. 5.12c.
Using the model in combination with the Levenberg-Marquart algorithm a fit is per-
formed. The parameters, as well as error estimates can be found in Tab. 5.4.
Here, the value for 𝑇1 also does not change substantially compared with the margin of
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Figure 5.11: (a) Magnitude (blue), real part (red), and imaginary part (green) of the
Fourier transformed raw FIDs (only every second FID is shown before 𝑡RF < 3 ms) of
metallic gallium excited at different times 𝑡RF near the field maximum of 58 T in the
relaxation measurement with the fitted field profile (dotted black curves). The inversion
field was applied from 𝑡 = 1.00 ms to 𝑡 = 1.35 ms (blue shaded area). (b) Fit for 𝛺(𝑡)
(several FIDs were excluded for the fit because of their low intensity).
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Figure 5.12: (a) Magnitude (blue), real part (red), and imaginary part (green) of Fourier
transform with time-dependent base functions after manual phase adjustment (not all spec-
tra are shown) of metallic gallium excited at different times 𝑡RF near the field maximum
of 58 T. (b) Observed intensities (black symbols) and fit to the model (green curve). (c)
Normalized longitudinal magnetization from the fit model.

error if the RF field strength is assumed to be an order of magnitude smaller. Therefore,
a value of 𝑇1 = (585 ± 160) µs (with a 2𝜎 confidence interval) is found and matches the
expected 𝑇1 = 620 µs.

Table 5.4: Fit parameters for relaxation measurements on metallic aluminum at a tem-
perature of 𝑇 = 308 K and a field of 𝐵 ≈ 58 T. Parameter names refer to the the Python
implementation in Lis. E.2.

parameter value error estimate 𝜎

Brf 35 mT fixed
tau 0.2 µs fixed

gamma 6.4323 × 107 rad s−1 T fixed
Q 30 fixed

fcenter 594.7 MHz fixed
Mstart -28.94 9.58
Meq 1.52 0.11
T1 585 µs 80 µs



CHAPTER 6
Pulsed field NMR of strontium copper borate

Within this chapter, pulsed field NMR of the spin-dimer antiferromagnet SrCu2(BO3)2

will be presented. The complex physics of this two-dimensional quantum spin system
has been of recent interest in the context of frustrated magnetism and detailed overviews
of the phenomenology and theory can be found in the literature, e.g., by Takigawa and
Mila in Ref. [63] and Ref. [77]. In the following, only a brief description of the system
including prior high magnetic field NMR investigations will be given before experimental
results on a single crystal will be discussed.
Similiar to the shift measurements, frequency-domain filtering and intensity corrections
for the determination of the time-dependent relative magnetic field 𝐵(𝑡)/𝐵max and a
Fourier transform with time-dependent base functions will be used. Depending on the
magnetic field and temperature, simple spectra with three lines (due to the quadrupole
splitting) or complex spectra that are spread across ≈ 9 MHz of bandwidth emerge in the
case of an underlying electronic spin superstructure. These results have been published
in Ref. [56] and were selected as a research highlight by the EMFL [54].

6.1 SrCu2(BO3)2

Strontium copper borate has a tetragonal unit cell with lattice constants 𝑎 = 𝑏 = 8.995 Å
and 𝑐 = 6.649 Å at room temperature and belongs to the 𝐼42𝑚 space group according to
X-ray diffraction [102]. It has a layered structure consisting of planes with interconnected
CuO4 and BO3 groups and planes composed of Sr2+ ions [46]. The crystal structure of
the copper-containing plane is shown in the teal box in Fig. 6.1a. Here, the Cu2+ ions
carry an electron spin 𝑆 = 1/2 that has one nearest-neighbor (2.91 Å, solid arrows in
Fig. 6.1) and four second-nearest-neighbors (5.13 Å, dashed arrows in Fig. 6.1) [46].

53
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Figure 6.1: (a) Crystal structure of SrCu2(BO3)2 along the [100] direction and the lat-
tice of Cu2+ ions (red balls). The teal box marks the crystallographic unit cell of the
plane. (b) Considering interactions only up to second-nearest-neighbors, the interactions
are equivalent to the Shastry-Sutherland model (solid and diagonal lines represent the
nearest-neighbor interaction with a coupling constant 𝐽 , dashed lines represent the inter-
action with second-nearest-neighbors with a coupling constant 𝐽 ′).

Neglecting interactions with spins at larger distance, the Hamiltonian with Zeeman inter-
action (constant 𝑏 that depends on the applied magnetic field 0) and isotropic exchange
interactions between nearest-neighbors (n.n., coupling constant 𝐽) and second-neareast
neighbors (s.n.n., coupling constant 𝐽 ′) becomes

ℋ = 𝐽
∑︁

n.n.
Ŝ𝑖 · Ŝ𝑗 + 𝐽 ′

∑︁

s.n.n.
Ŝ𝑖 · Ŝ𝑗 + 𝑏

∑︁

𝑖

𝑆𝑖𝑧. (6.1)

An equivalent system was studied in theoretical works on a two-dimensional anisotropic
quantum spin Heisenberg Hamiltonian by Shastry and Sutherland in Ref. [100]. In a
addition to a two dimensional square lattice, they introduced diagonal interactions with
a different coupling constant, cf. Fig. 6.1b.

In the limit of a strong interaction between the second-nearest neighbors (𝐽 ≪ 𝐽 ′), only
the dashed lines in Fig. 6.1b remain. In this case, the model becomes a two-dimensional
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antiferromagnet on a square lattice [63]. In the limit of a dominating nearest-neighbor
coupling (𝐽 ≫ 𝐽 ′), only the solid lines in Fig. 6.1b remain, and the ground state is given
by a lattice of dimer singlets |𝑠⟩,

|𝑠⟩ = 1√
2

(|↑↓⟩ − |↓↑⟩) , (6.2)

and not the triplet states |𝑡𝑚⟩

|𝑡−1⟩ = |↓↓⟩ , (6.3)

|𝑡0⟩ = 1√
2

(|↑↓⟩ + |↑↓⟩) , (6.4)

|𝑡1⟩ = |↑↑⟩ . (6.5)

In presence of both interactions, however, geometrical frustration emerges since the
nearest-neighbor interaction (diagonal lines) favors the two spins to be antiparallel while
the interaction along the square lattice favors them to be parallel. Nevertheless, in ab-
sence of an external magnetic field (𝑏 in Eq. (6.1)), a lattice of dimer singlets |𝑠⟩ remains
the ground state of the system up to 𝐽 ′/𝐽 . 0.7 [78]. In case of SrCu2(BO3)2, various
techniques have confirmed the singlet groundstate and estimated the exchange parameter
𝐽 to be in the range of 71 K to 85 K and found a ratio 0.60 ≤ 𝐽 ′/𝐽 ≤ 0.64 [63].
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Fig. 6.2: Temperature dependence of
the spin susceptibility 𝜒s (with Curie-
Weiss contribution and constant part
subtracted) of SrCu2(BO3)2 at 1.0 T
(data reproduced from Ref. [46]).

At low enough temperatures and vanishing or
small fields, the singlet groundstate of the sys-
tem is populated and as a consequence the net
magnetization vanishes. By increasing the tem-
perature, the excited triplet states become pop-
ulated as well and the susceptibility increases,
cf. Fig. 6.2.

With increasing external magnetic fields how-
ever, the Zeeman term 𝑏

∑︀
𝑖 𝑆𝑖𝑧 in the Hamilto-

nian from Eq. (6.1) gains importance and can
modify the groundstate away from the lattice of

singlet states to one that includes triplet states with a higher contribution from the |𝑡1⟩
state (spins parallel to the applied field) than from the |𝑡−1⟩ state (spins anti-parallel to
the applied field). Therefore, even at low temperatures, the macroscopic magnetization
of the system increases, cf. Fig. 6.3 above 20 T.
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Figure 6.3: Field-dependent magnetization of SrCu2(BO3)2 for 𝐵 ‖ 𝑐 at a temperature
of 2.1 K normalized by the saturation magnetization 𝑀s (data reproduced from Ref. [67]).
Within certain field ranges, plateaus with a constant magnetization emerge (plateaus of 1/4
and below are only stable at lower temperatures). Background color illustrates the magnet
technology that is needed to produce the field.

At sufficiently high fields, these electronic spins arrange in a lattice. Meaning that
⟨
𝑆𝑖𝑧

⟩
,

the expectation value of the spin operator in the direction of the applied magnetic field
of the electronic spin 𝑖, becomes periodic for different spins 𝑖, albeit with a larger unit
cell then the chemical structure of the material.

(1/8) (1/4) (1/3)

Figure 6.4: Spin superstructure in SrCu2(BO3)2 in the 1/8, 1/4 and 1/3 plateau [63,
77, 86]. Only the electronic spins 𝑖 and the dimer bonds are shown (solid lines). The
expectation value

⟨
𝑆𝑖𝑧

⟩
is represented with symbol size according to magnitude and color

according to sign (black: positive, white: negative). The size of the unit cell (teal box) and
the number of destinct sites of the electronic spins depends on the plateau.
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Figure 6.5: The three different 11B crystal sites (green) in the 1/3 plateau. Additional
colors and symbols as in Fig. 6.4.

Among other methods, magnetization measurements in pulsed high-magnetic fields found
it to be non-zero and exhibiting a series of plateaus at low temperatures, indicating a tran-
sition of the ground state of the material to a lattice of triplet states. In these plateaus,
𝑀(𝐵) becomes flat for a certain field range, e.g., from 40 T to 70 T at a temperature of
2.1 K with a value of 1/3 of the saturation magnetization 𝑀s [67], cf. Fig. 6.3. Each of
the plateaus is linked to a specific superstructure of the electron spins at the Cu2+ ions
with a different number 𝑘 of distinct crystal sites, see Fig. 6.4. This number 𝑘 decreases
at higher fields but remains constant within a plateau.
The reason for the stability of the plateaus is assumed to be rooted in the strong sup-
pression of the triplet kinetic energy caused by the frustration. As a consequence, the
triplet states are highly localized in a stable configuration [78].
Due to the hyperfine coupling of the electronic spins, the emergent superstructure also
breaks the symmetry of the boron sites in the material. In case of the 1/3 plateau, three
different positions exist, cf. Fig. 6.5. Note however, that the stacking of the layers along
the 𝑐 axis of the crystal increases the number of destinct sites further, see Supplemental
Material B of Ref. [110].
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6.2 Prior high field NMR
In order to induce a phase with an electronic spin superstructure, very high magnetic
fields and low temperatures are needed. However, a sufficient field strength cannot be
generated by superconducting magnets and all prior work with NMR had to be performed
in resistive DC magnets. By using temperatures in the mK regime, these were able to
give a great insight into the local magnetization.

100 200 300 400
f [MHz]

Fig. 6.6: Cu NMR spectra at 27.6 T
and 35 mK (fit). Data from Ref. [51].

First successful reports included 63Cu, 65Cu and
11B NMR in the 1/8 plateau at a temperature of
35 mK [51]. While a field of 26 T only produced
simple spectra with six copper lines resulting
from an uniform magnetization distribution, the
results changed substantially at a field of 27.6 T
and proved the presence of the magnetic super-
structure. The signals from the copper nuclei
became spread over 300 MHz (see Fig. 6.6) while
boron was confined to about 6 MHz. Here, the

authors were able to fit the copper spectra in good agreement using a model with 11 dis-
tinct sites, each giving six NMR lines due to quadrupole splitting and the two isotopes.
In later works, the focus was put on the 11B NMR at higher fields and evidence for other
plateaus at 2/15, 1/6, 1/4, and 1/3 was found [106, 110, 111, 112]. Here, the quadrupole
splitting 𝜔′

Q/2𝜋 ≈ 1.25 MHz for 𝐻 ‖ 𝑐 is comparable to the distribution of the local
magnetic hyperfine fields. Therefore, a deconvolution becomes neccessary to obtain the
actual distribution.
Later, an advanced method to seperate the quadrupole splitting from the local magnetic
hyperfine fields was developed by Mila et al. and presented in Ref. [75]: by assuming a
uniform quadrupole splitting 𝜔′

Q, the spectra 𝑔(𝜔) were treated as a sum of the central
transition and two frequency shifted satellites with different intensity 1/𝛼 according to

𝑔(𝜔) = 𝑓
(︀
𝜔 − 𝜔′

Q
)︀

+ 𝛼𝑓 (𝜔) + 𝑓
(︀
𝜔 + 𝜔′

Q
)︀
. (6.6)

An elegant rewrite of Eq. (6.6) then yielded an iterative solution that can be used to
obtain the actual distribution of local hyperfine fields 𝑓(𝜔).
Remarkably, as a function of temperature and applied field, a coexistance of two phases
producing a superposition of the associated spectra was found, suggesting a discontinuous
transition between the normal state and the presence of the magnetic superstructure [111].
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6.3 Experimental
In the following, pulsed magnetic field experiments aimed at the acquisition of 11B spectra
in the 1/3 plateau will be described.
The experiments were performed on a single crystal of SrCu2(BO3)2 with a mass of 19 mg
and dimensions of 5 mm×1.5 mm×1.5 mm with the 𝑐 axis along one of the 1.5 mm edges.
The growth process of the samples is described in Ref. [15]. The sample was placed in
a solenoid RF coil (8 turns, diameter 1.8 mm) with the 𝑐 axis parallel to the applied
main magnetic field (𝐵 ‖ 𝑐) which was produced by a KS3 coil that gives about 5 ms of
observation time at its field maximum of 63 T, cf. Ch. 3.
The sample temperature was set by a bath cryostat and was measured with a calibrated
Cernox sensor. A liquid helium bath was used for the 4.2 K (cryostat at atmospheric
pressure) and 2 K (low pressure using a vacuum pump) measurements. At the higher
temperatures 𝑇 > 100 K, however, no cryogenic liquid was used in the cryostat and
measurements were only started after temperatures stabilized. Note, however, that the
SrCu2(BO3)2 is known to show a strong magnetocaloric effect [63], i.e., the actual sample
temperature is likely to be lowered during the experiment.
The FIDs were excited using 200 ns RF pulses with a repetition time of 0.5 ms at a
constant carrier frequency that was equal to the resonance frequency of the probe head
at the given temperature (based on reflected power). With an applied RF power level of
about 50 W, quality factors 𝑄 ≈ 90, and the coil geometry, the estimated flip angle is
about 10° for on-resonance excitation (less than 2 % loss of longitudinal magnetization).
The traces were recorded with a sampling rate of 10 MHz.

Table 6.1: Experimental parameters in the SrCu2(BO3)2 measurements (maximum field
𝐵0, temperature 𝑇 , carrier frequency 𝜔0, and charging voltage 𝑈capacitors). The carrier
frequency was set according to the resonance frequency of the tank circuit before the field
pulse based on the reflected power.

field 𝐵0 𝑇 𝜔0/2𝜋 𝑈capacitors experiment
42 T 193 K 573 MHz 14.58 kV 2014-11-14-00

4.2 K 566 MHz 14.40 kV 2014-11-14-01
2.0 K 566 MHz 14.40 kV 2014-11-14-02

46 T 117 K 634 MHz 16.18 kV 2014-11-17-01
4.2 K 627 MHz 16.00 kV 2014-11-17-04
2.0 K 624 MHz 16.01 kV 2014-11-17-03

54 T 119 K 741 MHz 19.12 kV 2014-11-13-00
4.2 K 734 MHz 18.90 kV 2014-11-11-04
2.0 K 734 MHz 18.97 kV 2014-11-12-04



60 6 Pulsed field NMR of strontium copper borate

6.4 Results
In the following, results from measurements at three different fields of about 42 T, 46 T,
and 54 T each with three different temperatures will be discussed. Since the neces-
sary steps in the reconstruction of spectra only differ significantly between the high-
temperature phase and the low-temperature phase at a high field with an electronic spin
superlattice, an extensive description will only be given for the 119 K and 2.0 K measure-
ments at 54 T.

Fig. 6.7 shows the conventional Fourier transform of the FIDs for the 54 T series. At
the highest temperature of 119 K, the material is in the paramagnetic state without the
signature of an electronic spin superlattice with two STs around the CT, all showing
the time dependence of the magnetic field (dashed lines). At low temperatures (4.2 K
and 2.0 K) however, the spectra show a plethora of constituents that are spread over
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Figure 6.7: Magnitude (blue), real part (red), and imaginary part (green) of the Fourier
transformed raw 11B FIDs of a single crystal SrCu2(BO3)2 sample at about 54 T in three
field pulses (traces without signal are not shown). The signals were acquired at differ-
ent temperatures and slightly different carrier frequencies: 119 K and 741 MHz, 4.2 K and
734 MHz, 2.0 K and 734 MHz. Spectra at 4.2 K are scaled by a factor of 0.5. Dotted curves
are guides to the eye showing the frequency modulation due to the time dependence of the
magnetic field, dashed curves according to the fits that are shown in Fig. 6.8 and Fig. 6.13
(same colors).
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several MHz. In the measurement at 2.0 K, the intensities appear to be shifted to higher
frequencies.

6.4.1 High-temperature paramagnetic phase (119 K)

Now, the reconstruction of spectra in the high-temperature paramagnetic state at 119 K
will be discussed. As described in Ch. 4, fits for all three transitions are performed using
rectangular frequency domain filters to isolated single components of the total signal. For
this, the time dependence of the magnetic field is estimated as a parabolic curve, i.e.,
each transition in Fig. 6.7 (119 K) is identified manually based on the sequence of spectra
calculated with the conventional Fourier transform. In the time frame 21.7 ms to 25.5 ms,
all three remained within the bandwidth of detection of the spectrometer.
The resulting 𝛺(𝑡) are shown in Fig. 6.8a. As expected for the quadrupole splitting, their
maxima are shifted by ≈ 1.3 MHz. The normalized 𝛺(𝑡)/𝛺max are almost identical and
the used field range is only . 0.3%, cf. Fig. 6.8b. Furthermore, the inaccuracies of the
three fits lead to expected differences of . 10 kHz in the calculation of the spectra, cf.
Fig. 6.8c. After applying the intensity correction filter ℎ(𝛥𝜔), the spectra 𝑌𝑘(𝜔) are
calculated according to Eq. (4.48), cf. Fig. 6.9.1a. In order to combine them, the iterative
procedure introduced in Ch. 4 is used to determine the proper phase offset for each one,
cf. Fig. 6.9.2a. The combined spectrum then covers a broader frequency range and has a
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Figure 6.8: (a) Polynomial fit 𝛺(𝑡) of the time-dependent frequency for the CT (black),
lower ST (cyan), and upper ST (violet). (b) Difference of the normalized frequency 𝑏rel(𝑡) =
𝛺(𝑡)/𝛺max relative to the maximum in % (all three curves overlap almost perfectly). (c)
Expected shifts in calculated spectra due to differences 𝑏𝑖

rel(𝑡) − 𝑏CT
rel (𝑡) of the field fits from

the STs 𝑖 relative to the one based on the CT.
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Figure 6.9: 11B NMR spectra of SrCu2(BO3)2 at 54 T and 119 K. Magnitude (blue), real
part (red), and imaginary part (green) of 𝑌𝑘(𝜔) based on 𝛺(𝑡) from the CT for each FID
𝑘 according to Eq. (4.48) without phase adjustment (1a) and with phase adjusted using
the iterative procedure described in Ch. 4 (2a). The combined spectra 𝑌 c for both sets are
shown in the bottom (1b and 2b, same 𝑦 scale).

higher SNR in case of overlap, cf. Fig. 6.9.2b.

The remaining phase modulation is clearly visible in 𝑌 c(𝜔) in Fig. 6.9.2b. While the
real part of the CT is almost in phase, it appears inverted in case of the STs. Therefore,
the manual linear phase correction is performed to obtain 𝑌 (𝜔) according to Eq. (4.56),
with the results shown in Fig. 6.10a. Here, the linear term 2𝜋𝜁1 = 2.7 rad MHz−1 ≈
𝜋/1.25 rad MHz−1 is in good agreement with the inversion for the STs that have an
expected offset of ≈ 1.25 MHz. Note that this value corresponds to the signal delay
from about 90 m of RG-58 coaxial cable and is thus within the expected range since it
still includes phase shifts from the off-resonance excitation and detection as well as the
spectrometer electronics.

Using the fit for 𝛺(𝑡) based on the STs, the steps are repeated, and almost identical
results are found, cf. Fig. 6.10a and Fig. 6.10b. The spectra show a quadrupole splitting
of 𝜔′

Q/2𝜋 = (1.24 ± 0.04) MHz based on the CT and the upper ST in good agreement
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Figure 6.10: 11B NMR spectra of SrCu2(BO3)2 at 54 T and 119 K. (a) Magnitude (blue),
real (red), and imaginary part (green) of the phase-corrected combined 𝑌 (𝜔) based on fit
of 𝛺(𝑡) from the lower ST, CT and the upper ST (in that order, also indicated with arrows)
after a manual linear phase adjustment. (b) Real part of all three calculated spectra (colors
mark which fit was used).

with the expected value [52, 112].
It is apparent from the additional fine structure of the lower ST compared with the upper
ST, that the spectral shapes of the STs are different. Since the local EFG and magnetic
hyperfine shift tensor depends on the 11B site in the crystallographic unit cell [52], the
symmetry of the STs can be broken by a misorientation of the crystallographic 𝑐-axis rel-
ative to the magnetic field. Test measurements in a highly homogeneous superconducting
magnet on the same sample at a field of 6.3 T showed a similar effect in the case of a
misorientation of a few degrees [132].
Note that the linewidth of the CT at 𝜔/2𝜋 = 734.1 MHz is 17 times larger than in low
field measurements at about 86 MHz on the same sample [132]. This broadening is likely
due to the significant field inhomogeneity over the sample volume.

6.4.2 Low-temperature paramagnetic phase with a superstructure (2 K)

We continue with the discussion of the measurements at 2 K. During the experiments,
the power level of the reflected RF pulse increased substantially above a certain magnetic
field, consistent with a field-induced detuning of the tank circuit.
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Furthermore, a shift of the intensities towards higher frequency offsets can already be seen
in the conventional Fourier transform spectra in Fig. 6.7c. This systematic, frequency-
dependent, alteration of the intensities becomes even more clear in Fig. 6.11a that shows
the normalized intensities of three spectral maxima as a function of their offset. Note
that these three peaks were chosen because of the frequency offsets in different FIDs.
To remove the effect of the excitation conditions, the intensities are divided by the small
angle excitation envelope of a rectangular RF pulse with a duration of 𝜏 to obtain

𝐼sinc (𝛥𝜔) = 𝐼 (𝛥𝜔)
sinc (𝛥𝜔𝜏/2𝜋) . (6.7)
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Fig. 6.12: Digital filter 𝑔(𝛥𝜔)
to compensate for the intensity
modification 𝐼sinc due to the
detuned resonator.

As can be seen in Fig. 6.11, these still grow towards
higher frequency offsets. In order to compensate for
this systematic modification of the signal intensities, an-
other digital filter 𝑔(𝛥𝜔) that is given by the inverse of
a Lorentzian curve fit to 𝐼sinc(𝛥𝜔) is introduced. Note
that while this fit produces estimates for the resonance
frequency and the bandwidth of the resonator, these are
not reliable for determining the properties of the res-
onator since the input data only covered one shoulder
of the Lorentzian curve. However, these quantities are
not needed for the reconstruction of spectra.
Again, we manually estimate the time dependence of the
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Figure 6.11: (a) Normalized signal intensities at 54 T and 2 K as a function of the
frequency offset 𝛥𝜔. Three different lines are shown (same colors as in Fig. 6.7 and
Fig. 6.13). (b) Intensities divided by the small angle excitation envelope (𝐼sinc). They
are well-described by the shoulder of a Lorentzian curve (black curve) and consistent with
a detuned tank circuit.
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Figure 6.13: (a) Polynomial fit 𝛺(𝑡) of the time-dependent frequency for six different
spectral maxima. The gray area marks the bandwidth of detection of the spectrometer.
(b) Difference of the normalized frequency 𝑏rel(𝑡) = 𝛺(𝑡)/𝛺max relative to the maximum
in % (all curves overlap almost perfectly). (c) Expected shifts in calculated spectra due to
differences in 𝛺(𝑡) relative to the one based on the black curve.

magnetic field and apply rectangular frequency filters accordingly to extract 𝛺(𝑡) for
several spectral maxima and show the results in Fig. 6.13. Here, we find only slightly
larger differences 𝛥𝑏rel𝜔0 compared with the measurement at 119 K.
Based on the fits, the spectra 𝑌𝑘(𝜔) are calculated after applying the filter 𝑔(𝛥𝜔) together
with the filter for the off-resonance excitation ℎ(𝛥𝜔), cf. Fig. 4.1. The reconstructed
spectrum shown in Fig. 6.14.2b is spread over 9 MHz and shows eight distinctive spectral
maxima that are presumably produced by several overlapping transitions due to the
quadrupole splitting.
In the manual phase correction, a 20 % smaller value of 2𝜋𝜁1 = 2.2 rad MHz−1 is found
compared to the measurement at 119 K. A decreased value of 𝜁1 is in agreement with
a detuned tank circuit during the detection of the NMR signal where the phase shift
𝛥𝛼 relative to the onresonance detection approaches a value of −𝜋/2 asymptotically for
frequencies well below the bandwidth of the resonator, see Fig. 4.6 and Eq. (4.29). Thus,
within this regime, the off-resonance detection does not produce a phase modulation
anymore.
Fig. 6.15 shows the spectra 𝑌 (𝜔) calculated for the six different 𝛺(𝑡). They are very
similiar and only show slight differences at higher values of 𝜔. In addition, there is an
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Figure 6.14: 11B NMR spectra of SrCu2(BO3)2 at 54 T and 2 K. Magnitude (blue), real
part (red), and imaginary part (green) of spectra 𝑌𝑘 based on fit from the CT for each FID
𝑘 according to Eq. (4.48) without phase adjustment (1a) and with phase adjusted using
the iterative procedure described in Ch. 4 (2a). The combined spectra 𝑌 c for both sets are
shown in the bottom (1b and 2b, same 𝑦 scale).

inversion of the phase with unknown origin between 736 MHz and 739 MHz.
Based on frequency dependence of the argument of 𝑌 (𝜔) (shown in Fig. 6.16a), an addi-
tional naïve phase correction (shown in Fig. 6.16b) is performed according to

𝑌 (𝜔) = 𝑌 (𝜔) exp [𝑖𝜁L(𝜔)], (6.8)

𝜁L(𝜔) = 𝜋𝑤2

(𝜔 − 𝑐)2 + 𝑤2 . (6.9)

This phase correction then produces an almost properly phased spectrum, see Fig. 6.16c.
In order to demonstrate the neccesity to compensate for the systematic intensity variation
towards higher frequencies, Fig. 6.17 shows the resulting spectrum calculated once with
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Figure 6.15: 11B NMR spectra of SrCu2(BO3)2 at 54 T and 2 K. (a) Magnitude (blue),
real (red), and imaginary part (green) of the phase-corrected and combined 𝑌 (𝜔) based on
the fit of 𝛺(𝑡) from six different spectral maxima (indicated with arrows) after a manual
linear phase adjustment. (b) Magnitude of all six calculated spectra (colors mark which fit
was used).
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Figure 6.16: (a) Angle of 𝑌 (𝜔). (b) 𝜁L(𝜔) with 𝑐 = 737.2 MHz and 𝑤 = 1.467 MHz. (c)
𝑌 (𝜔). Magnitude (blue), real part (red), and imaginary part (green) of the phase-corrected
and combined 𝑌 (𝜔).
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Figure 6.17: 11B NMR spectra of SrCu2(BO3)2 at 54 T and 2 K calculated with intensity
correction filter 𝑔(𝛥𝜔) (green) and without it (magenta).

𝑔(𝛥𝜔) and once without 𝑔(𝛥𝜔). Since the observed intensity originating from a narrow
part of the spectrum depends strongly on 𝛥𝜔 during the experiment, the associated
spectra 𝑌𝑘(𝜔) are affected by amplitude modifications as well. Not taking this effect into
account then produces combined spectra 𝑌 (𝜔) that show a decreased intensity for those
spectral regions that were only observed at lower values of 𝛥𝜔. While this does not
have to correspond to the lower values of 𝜔 in 𝑌𝑘(𝜔) and 𝑌 (𝜔) in general, it does in this
experiment. For example, the spectral maximum marked with a black arrow in Fig. 6.15a
and the black curve in Fig. 6.13a only reaches 𝛥𝜔 ≈ 0.4 MHz and is thus only recorded
with lower intensity, cf. Fig. 6.11. As a consequence, the combined spectrum 𝑌 (𝜔) can
then show discontinuities at the cutoff frequencies 𝜔±

𝑗 (enlarged parts in Fig. 6.17).

6.4.3 Comparison with DC field measurements
While most work on 11B NMR of SrCu2(BO3)2 in DC fields [51, 110, 111, 112] was limited
to fields that only induced superstructures belonging to plateaus lower than the 1/3 at
mK temperatures, Ref. [106] reported field-stepped spectra with a 1/3 superstructure at
2 K and fields of around 41 T. Similiar to the calculation of the spectra, the mapping
of 𝑌 (𝜔) onto a field scale is not trivial due to the field-dependent and field-independent
interactions. Neglecting the latter, 𝐵 = 𝜔2

ref/𝛾𝜔
−1 can be used for the conversion, cf.

Fig. 6.18. While the spectra are very similar, the one acquired in the pulsed high-magnetic
field shows broader lines and a slightly larger spread. However, the field difference in
between 54 T and 41 T is quite substantial with the latter one being just in the beginning
of the 1/3 plateau, cf. Fig. 6.3.
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Figure 6.18: 11B NMR spectra of SrCu2(BO3)2 at 2 K in presence of the 1/3 superlattice.
Black curve and symbols were acquired at DC fields of around 41 T and fits (reproduced
from Ref. [106]). Blue curve is the magnitude of the spectra from Fig. 6.14.2b plotted as a
function of 𝜔2

ref/𝛾𝜔−1 − 𝐵0 with 𝜔2
ref/ (2𝜋𝛾) = 3.597 × 104 MHz T and 𝐵0 = 53.7 T (top 𝑥

scale).

6.4.4 Spectra at 46 T and 42 T

While the reconstruction of 11B spectra of SrCu2(BO3)2 in the two different phases at
54 T were discussed in detail, we now consider the measurements at a lower field of 46 T.
Fig. 6.19 shows the conventional FT spectra during field pulses at three different sample
temperatures.
In case of the 117 K and the 4.2 K measurements, only simple spectra similiar to the
ones at 119 K and 54 T in Fig. 6.7a are found. At 2 K however, the spectra are more
complicated and change significantly between before the field maximum at 𝑡RF ≈ 23.8 ms
and after with additional resonance lines appearing, e.g., for 0 MHz ≤ 𝛥𝜔 ≤ 2 MHz at
𝑡RF ≈ 28.4 ms.
The cause for the change is difficult to identify with certainty. While the dynamics of the
phase transition might be able to distort the spectra at earlier times (e.g., by a superlattice
that is not pinned on the time scale given by the Larmor precession), an incomplete
longitudinal magnetization due to a long nuclear 𝑇1 would do so as well. Especially in
the case of a non-uniform 𝑇1 that depends on the 11B site within the superstructure of
the 1/3 plateau, understanding the resulting spectra becomes a complicated endeavor
that would require a new set of dedicated experiments, i.e., at slightly different fields and
temperatures.
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Figure 6.19: Magnitude (blue), real (red), and imaginary part (green) of the Fourier
transformed raw 11B FIDs of a single crystal SrCu2(BO3)2 sample at about 46 T in three
field pulses (traces without signal are not shown). The signals were acquired at different
temperatures and slightly different carrier frequencies: 117 K and 634 MHz (a), 4.2 K and
627 MHz (b), 2.0 K and 624 MHz (c). Spectra at 4.2 K are scaled by a factor of 0.5. Dotted
curves are guides to the eye showing modulation due to the time dependence of the magnetic
field.

Under these circumstances, however, no reliable fit of𝛺(𝑡) to determine the time-dependence
of the relative magnetic field can be performed and the reconstruction of the spectrum
just from the acquired data is not possible.
At an even lower field of about 42 T however, no signature of an underlying superstructure
was observed at any temperature, cf. Fig. 6.20.
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Figure 6.20: Magnitude (blue), real (red), and imaginary part (green) of the Fourier
transformed raw 11B FIDs of a single crystal SrCu2(BO3)2 sample at about 42 T in three
field pulses (traces without signal are not shown). The signals were acquired at different
temperatures and slightly different carrier frequencies: 193 K and 573 MHz (a), 4.2 K and
566 MHz (b), 2.0 K and 566 MHz (c). Spectra at 4.2 K and 2.0 K are scaled by a factor of
0.5. Dotted curves are guides to the eye showing modulation due to the time dependence
of the magnetic field.





CHAPTER 7
Electronic spin susceptibilities in cuprates

In this chapter, temperature-dependent 63Cu shift measurements for different doping
levels 𝛿 of the cuprate high-temperature superconductor HgBa2CuO4+𝛿 will be presented.
The described experiments were conducted together with D. Rybicki and the analysis was
developed and performed by the author of this thesis under the guidance of J. Haase.
By comparing two different orientations and four doping levels, it becomes apparent
that the data cannot be explained with the prevalent model using a single isotropic spin
susceptibility. Instead a universal pseudogap component, a Fermi liquid-like component
(only present at higher doping levels and constant above 𝑇𝑐), and an additional third
component (carrying the temperature-dependent anisotropy) are identified. These results
were published in Ref. [95].

7.1 High-temperature superconductivity in the cuprates
Superconductivity in La5−xBaxCu5O5(3−y) was reported by J. G. Bednorz and K. A.
Müller in 1986 [8] and awarded the Nobel Price in Physics in 1987. Soon after, addi-
tional superconducting compounds belonging to the class of cuprates were found, and
investigations into the electronic properties of these materials with NMR commenced.
Common to all cuprates is the layered, perovskite-type, structure with copper-oxygen
planes that are separated by charge reservoir layers. These materials share a common
electronic phase diagram which includes antiferromagnetism, a pseudogap phase, and su-
perconductivity depending on temperature and doping and can be divided into two groups
that have different doping mechanisms. Here, research into the hole-doped cuprates is
far more prevalent then into the electron-doped ones.
It is believed, that the copper-oxygen planes are the structural element carrying the

73
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superconducting currents. However, despite the discovery of superconductivity in the
cuprates almost 30 years ago, the underlying mechanisms and the normal state electronic
properties remain enigmatic.

7.2 HgBa2CuO4+𝛿

The cuprate HgBa2CuO4+𝛿 has a single CuO2 layer per unit cell and a high transistion
temperature into the superconducting state of 𝑇c = 97 K at optimal doping. It has a
tetragonal unit cell with 𝑎 = 𝑏 = 3.878 Å and 𝑐 = 9.509 Å and belongs to the space group
𝑃4/𝑚𝑚𝑚 [91]. In addition to the oxygen in the CuO2 plane, the structure incorporates
an additional oxygen site O(2) inbetween the Cu and Hg atom that is fully occupied as
well as O(3) that only is filled upon doping the material via a higher oxygen concentration
𝛿 [119], see Fig. 7.1a.
The CuO2 plane is nominally formed by Cu2+ and O2− ions with 3𝑑𝑥2−𝑦2 and 2𝑝𝜎 bonding
orbitals respectively. Here, one hole is contained in the 3𝑑𝑥2−𝑦2 orbital in the undoped
parent material, and, upon doping, the hole contents of both orbitals change [97]. The
relationship of the doping 𝑝 and the chemical composition 𝛿, however, is more complicated
and often only 𝑇c and 𝑝 are used when discussing different samples. Similar to other
cuprates, the phase diagram has an antiferromagnetic phase at low doping levels and
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Figure 7.1: (a) Crystal structure of HgBa2CuO4+𝛿 according to Ref. [91]. The shaded
red box marks the cuprate copper-oxygen plane. Additional oxygen atoms at O(3) (in
the mercury plane) change the doping 𝛿 of the material. (b) Doping-dependent phase
diagram of HgBa2CuO4+𝛿 with antiferromagnetic phase (AF) and superconducting phase
(SC) according to Ref. [4]. The dotted line shows the doping dependence of the pseudogap
temperature 𝑇 *. Dashed vertical lines show doping levels of studied samples (same colors
as in following figures).
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only becomes superconducting at 𝑝 ≈ 5 %. For the superconducting samples, 𝑇c depends
approximately parabolic on 𝑝 and reaches its maximum at 𝑝 ≈ 0.16, cf. Fig. 7.1b.

Samples with different doping levels have been investigated with NMR using the 17O,
63Cu, and 199Hg nuclei [79, 94, 95, 96].

7.3 NMR of cuprates and electronic spin susceptibility

NMR was extensively used to study cuprates [120]. A concise description of the interpre-
tation of the NMR spectra and relaxation by C. P. Slichter can be found in Ref. [99].

Since most of the nuclei under study in cuprates have a spin 𝐼 > 1/2 the Hamiltonian
describing the nuclear spin system has to take the quadrupolar interaction into account
(note that the large splittings in the case of 63Cu and 65Cu often require a treatment with
second order pertubations to the Zeeman Hamiltonian).

The spin susceptibility of conduction band electrons give rise to a Knight shift that can be
used to study the electronic properties of the materials. In the cuprates, the characteristic
CuO2 planes have unpaired electrons in the 3𝑑𝑥2−𝑦2 orbitals of the copper atoms and the
2𝑝𝑥/2𝑝𝑦 orbitals of the oxygen atoms. Therefore, in case of 63Cu and 17O, one would
naïvely assume to find Knight shifts of

63𝐾𝑆 = 𝐴

𝛾𝑒𝛾63~2𝜒𝑑, (7.1)

17𝐾𝑆 = 𝐶𝑝

𝛾𝑒𝛾17~2𝜒𝑝. (7.2)

Here, 𝜒𝑑 and 𝜒𝑝 are the susceptibilities of two electron species at Cu2+ and O2− that
are coupled with constants 𝐴 and 𝐶𝑝. These constants describe the spatial overlap of
the Bloch wave functions and the nuclei, cf. Sect. 2.4. In general, the temperature
dependences of 𝜒𝑑 and 𝜒𝑝 could be different.

Based on Cu NMR shift and 𝑇1 data, a description using a spin singlet state was proposed
by Mila, Rice and Zhang [74, 131]. Here, the electron spin of the oxygen is paired to
the electron spin from the copper atom to form the so-called Zang-Rice singlet. In this
model, only a single spin fluid exists and the resulting Knight shifts of different sites share
a common temperature dependence due to the associated susceptibility 𝜒ZR [99]. With
the applied magnetic field along the 𝑧-direction, including coupling constants 𝐴, 𝐵 and
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𝐶, they are then given by

63𝐾𝑆 = 𝐴+ 4𝐵
𝛾𝑒𝛾63~2 𝜒ZR, (7.3)

17𝐾𝑆 = 2𝐶
𝛾𝑒𝛾17~2𝜒ZR. (7.4)

The prefactor 4 in Eq. (7.3) arises from the number of neighboring copper atoms (linked
by oxygen atoms) for each 63Cu nucleus, and, similarly, 2 in Eq. (7.4) for the two copper
atoms at opposing sides of each 17O nucleus.
Then, the temperature-dependent shifts of the nuclei in the CuO2 planes are all governed
by a single isotropic electronic spin susceptibility and show the same evolution as a func-
tion of temperature apart from a scaling factor given by the hyperfine coupling constant
and a constant orbital shift. While this was found in measurements on YBa2Cu3O6.63

powder [3, 113], measurements on another cuprate, La2-xSrxCuO4, revealed that such a
description does not apply to all cuprates [33, 34].
Note that in the case of YBa2Cu3O6+y, an accidental cancellation, meaning 𝐴+ 4𝐵 ≈ 0
in Eq. (7.3), gives a convenient explanation for the temperature-independent Knight shift
above 𝑇c if the magnetic field is applied perpendicular to the copper-oxygen planes and
parallel to the 𝑐-direction, cf. Fig. 7.1.
While the electronic spin susceptibility 𝜒𝑆 (𝑇 ) can be measured using NMR, measure-
ments of the macroscopic susceptibility 𝜒 (𝑇 ) are a more direct probe. Multiple experi-
mental methods exist to measure 𝜒 (𝑇 ) [83]. Due to the need for sufficient sample mass,
most early measurements on cuprates were performed on powder samples only.
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Fig. 7.2: Universal spin susceptibility
in cuprates as observed by Nakano et
al. [80] and for a V-shaped DOS after
Kokanović et al. [57, 65].

Surprisingly, a number of different systems
(Bi2Sr3−yCay−xCu2O8 and (La1−xMx)2CuO4 with
M = Sr,Ba), each for different doping levels,
showed a universal temperature-dependence for
𝜒𝑆(𝑇 ) [6, 44, 80, 84], i.e., 𝜒𝑆(𝑇 ) is described by
a common function, cf. Fig. 7.2,

𝐹 (𝑇/𝑇max) = (𝜒𝑆(𝑇 ) − 𝜒0) /𝜒max (7.5)

after subtracting a sample-dependent constant
value 𝜒0 followed by a rescaling of temperature
and amplitude. The continous change of 𝜒𝑆(𝑇 ) is

attributed to the cuprate pseudogap [98, 114], the exact origin of this behaviour, however,
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remains an open question [118].
The presence of a Fermi liquid (with a constant susceptibility above 𝑇c) that is responsible
for superconductivity in addition to an insulating spin liquid that causes the pseudogap
was proposed by Barzykin and Pines [6]. Contributions that match the expected temper-
ature dependences of the associated susceptibilities were identified in NMR experiments
by Ohsugi et al. [85] and by Haase et al. by investigating different systems, nuclei, sample
orientations, and samples under high pressure [33, 34, 73].
While the anisotropy of NMR shifts was usually attributed to orientation-dependent
hyperfine coupling constants, the spin susceptibility itself was assumed to be isotropic.
However, with the availability of larger crystals, susceptibility measurements on single
crystals became possible and this assumption was cast into doubt [42, 57, 123]. Here,
depending on the doping level, clear deviations for different sample orientations were
found.
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Fig. 7.3: Fermi surface of a cuprate par-
ent material. The anti-ferromagnetism re-
duces the size of the first Brillouin zone
(dashed square) and produces a reconstruc-
tion of the Fermi surface that produces
hole pockets (green) and electron pockets
(red).

On top of the experimental properties like
macroscopic susceptibility, Knight shift, and
𝑇1 relaxation, a deeper understanding of
the physics of the electronic system of the
cuprates involves the Fermi surface. Start-
ing from the two-dimensional layered struc-
ture of the parent material, the volume of the
first Brillouin zone of the hole states is de-
creased by a factor of two due to the anti-
ferromagnetism that doubles the effective size
of the unit cell. This smaller Brillouin zone
leads to a reconstruction of the Fermi surface
at the edges that produces hole pockets and
electron pockets [20], cf. Fig. 7.3. Upon dop-
ing, the density of holes increases and defects
are introduced to the antiferromagnetic spin
structure that, as a consequence, is weakened. The weakening is reflected in the phase
diagram (see Fig. 7.1b) by the decrease of the Néel temperature that marks the tran-
sition from an antiferromagnetic material to a paramagnetic material. Then, at high
doping levels, the Fermi surface resembles that of a metal, i.e., it is more circular since
no reconstruction occurs. A more detailed review on the electronic structure based on
Angle-resolved photoemission measurements in different cuprate families can be found in
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Ref. [17].
The presence of additional charge-stripe order, different from simple antiferromagnetism,
was debated earlier [50, 116], but regained attention recently [14, 109, 127].

7.4 Experimental
The investigations were performed on two single crystal samples with different transition
temperatures 𝑇c = 45 K (underdoped) and 𝑇c = 85 K (overdoped). Furthermore, data
from two additional samples from Ref. [36] was used in the analysis. The sample prepa-
ration is described in Refs. [5, 133]. Based on the transition temperatures of the samples,
the doping levels are estimated. The sample parameters are summarized in Tab. 7.1.
A 11.75 T magnet with a cryostat insert and a homebuilt NMR probe was used together
with a Tecmag Apollo spectrometer. Frequency stepped measurements using a simple spin
echo sequence with a 𝜋/2 and a 𝜋 pulse for the studied transition were performed. Spectra
were then obtained using the echo intensity as a function of the excitation frequency.

Table 7.1: Parameters of the four investigated HgBa2CuO4+𝛿 samples with different
transition temperatures 𝑇c and associated doping levels 𝑝.

sample UN45 UN74 OP97 OV85
underdoped underdoped optimally doped overdoped

𝑇c 45 K 74 K 97 K 85 K
𝑝 0.06 ± 0.01 0.10 ± 0.01 0.16 ± 0.02 0.19 ± 0.01

7.5 Results and discussion
We start with a short discussion of the observed temperature-dependent shifts before a
numerical analysis based on three distinct susceptibility components will be presented.
The performed analysis is sketched in Fig. 7.4. By comparing the shifts from two differ-
ent orientations and four different samples, a scaling behavior is found and it becomes
apparent that the data cannot be explained with the prevalent model using a single
isotropic spin susceptibility (red boxes). Instead two components 𝑞𝜂𝜒 (𝑇 ) and 𝑞𝜅, 𝜂𝜒𝜅 (𝑇 ),
with different hyperfine constants, are needed. Using a decomposition procedure, they
are seperated. Then, justified by the observed scaling behavior, a further decomposi-
tion into a universal pseudogap component 𝑞𝜂𝜒PG (𝑇 ) and a Fermi liquid-like component
𝑞𝜂𝜒FL (𝑇 ) is performed. While the pseudogap component is present in all samples, the
Fermi liquid-like component (constant above 𝑇𝑐) is only present at higher doping levels.
The additional third component 𝑞𝜅, 𝜂𝜒𝜅 (𝑇 ) carries the temperature-dependent anisotropy
and vanishes in the optimally doped sample.
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Figure 7.4: Shift analysis for HgBa2CuO4+𝛿 (details in text).

7.5.1 Temperature-dependent shifts

Fig. 7.5a and Fig. 7.5b show the shift values 𝐾𝜂 as a function of temperature with the
external magnetic field parallel (𝑐 ‖ B, 𝜂 =‖) and perpendicular (𝑐 ⊥ B, 𝜂 =⊥) to the
𝑐-axis of the sample after the second order quadrupole shifts have been removed.
Note that these values still contain the temperature-independent orbital shifts 𝐾𝐿,𝜂. Sim-
ilar to La2-xSrxCuO4 [93], these values appears to be doping-independent since the mea-
sured shift values converge to common, only orientation-dependent, constants,

𝐾𝐿,‖ ≈ 1.44 %, (7.6)

𝐾𝐿,⊥ ≈ 0.34 %. (7.7)

Starting from low temperatures, the underdoped samples show a very smooth increase of
the shift without any noticeable signature around the transition temperature 𝑇c. However,
the optimally doped and especially the overdoped sample show a clearly visible jump just
below their transition temperature, independent of the sample orientation.
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Figure 7.5: 63Cu NMR shifts in HgBa2CuO4+𝛿 samples for parallel (𝐾‖, left) and per-
pendicular (𝐾⊥, right) orientation as a function of temperature at 11.75 T (based on the
central transition with second order quadrupole contribution removed). Arrows indicate
𝑇c, dashed lines are a guide to the eye, dotted gray lines are estimates for 𝐾𝐿,𝜂.

Fig. 7.6a shows 𝐾‖ as a function of 𝐾⊥ with the temperature as implicit parameter. At
high temperatures (large shift values), the changes in shifts in both orientations appear to
be proportional (indicated by straight lines) with a common slope of 𝑑𝐾⊥/𝑑𝐾‖ ≈ 2.5 =
1/𝑐0. Towards low temperatures, however, a deviation from this proportionality occurs
for the overdoped and the underdoped samples.
This deviation is emphasized as 𝜅 (𝑇 ) in Fig. 7.6b (after substracting 𝐾𝐿,‖ and 𝐾𝐿,⊥)
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Figure 7.6: (a) 𝐾⊥ (𝑇 ) as a function of 𝐾‖ (𝑇 ) with the temperature as implicit parameter.
Solid curves are straight lines with a slope of 𝑑𝐾⊥/𝑑𝐾‖ = 2.5. Arrows indicate 𝑇c, dotted
gray lines are estimates for 𝐾𝐿,𝜂. (b) 𝜅 (𝑇 ) showing the deviation from proportional changes
for both orientations.
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using

𝜅 (𝑇 ) = 𝐾𝑆‖ (𝑇 ) −𝐾𝑆⊥ (𝑇 ) /𝑐0. (7.8)

While 𝜅 (𝑇 ) vanishes for the optimally doped sample (OP97), the underdoped samples
(UN45 and UN74) show very similar curves with opposing sign compared with the over-
doped sample (OV85). In all cases, 𝜅 (𝑇 ) becomes constant above a certain temperature
((80 ± 10) K for UN45 and UN74, (60 ± 10) K for OV85) and does not have any charac-
teristic signature around 𝑇c.
Fig. 7.7 shows the shifts 𝐾𝜂 of three of the samples as a function of the shifts of the UN45
sample for both orientations with the temperature as implicit parameter. In case of the
𝑖 = UN74 and the 𝑖 = OP97 sample, above a certain temperature, the changes in shift
𝑑𝐾𝑖

𝜂 = 𝐾𝑖
𝜂 (𝑇2)−𝐾𝑖

𝜂 (𝑇1) are well described by a proportional dependence on the changes
in shift 𝐾UN45

𝜂 = 𝐾UN45
𝜂 (𝑇2) −𝐾UN45

𝜂 (𝑇1) of the UN45 sample for two temperatures,

𝑑𝐾𝑖
𝜂 = 𝑥 · 𝑑𝐾UN45

𝜂 , (7.9)

with 𝑥 = 𝑝𝑖/𝑝UN45, (7.10)

where the proportionality factor appears to be given by the ratio of the doping values
𝑝𝑖/𝑝UN45 relative to the UN45 sample.
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Figure 7.7: 63Cu NMR shifts of the UN74, OP97, and OV85 samples for parallel orienta-
tion (a) and perpendicular orientation (b) as a function of the corresponding shifts of the
UN45 sample with the temperature as implicit parameter (based on the central transition
with second order quadrupole contribution removed). Arrows indicate 𝑇c, solid lines are
guides to the eye with slopes 𝑝𝑖/𝑝UN45 based on doping levels.
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7.5.2 Decompostion into shift components

The prevalent interpretation of cuprates assumes isotropic spin susceptibilities from the
mobile charge carriers [40]. However, this does not apply to the associated Knight shifts
from NMR measurements due to the orientation dependence of the hyperfine coupling
constants 𝑞𝜂, cf. Sect. 2.4. Since 𝑞𝜂 only depends on the probability density of the
electronic wave function at the site of the nucleus, i.e., a high energy property, it is
expected to be independent of temperature.
In the case of a single spin liquid, e.g., the widely accepted Zang-Rice singlet states, this
would produce orientation-dependent NMR shifts of

𝐾𝜂 (𝑇 ) = 𝑞𝜂𝜒 (𝑇 ) +𝐾𝐿, 𝜂. (7.11)

Substituting 𝜒(𝑇 ) in Eq. (7.11) for 𝜂 =‖ and 𝜂 =⊥ then yields

𝐾⊥ (𝑇 ) = 𝑞⊥

𝑞‖

(︀
𝐾‖ (𝑇 ) −𝐾𝐿, ‖

)︀
+𝐾𝐿, ⊥. (7.12)

Therefore, the dependence of 𝐾⊥ on 𝐾‖ described by Eq. (7.12) is in contradiction with
the observed shifts, cf. Fig. 7.6, where such a behavior was only found for the optimally
doped OP97 sample. Consequently, a multi-component approach is necessary to explain
the data. Introducing an additional susceptibility 𝜒𝜅 that is coupled to the nuclear
spins through orientation-dependent hyperfine coefficients 𝑞𝜅, 𝜂 and constant at higher
temperatures 𝑇 & 80 K, Eq. (7.11) is replaced by

𝐾𝜂 (𝑇 ) = 𝑞𝜂𝜒 (𝑇 ) + 𝑞𝜅, 𝜂𝜒𝜅 (𝑇 ) +𝐾𝐿, 𝜂. (7.13)

Based on Eq. (7.13), the changes in the shift 𝛥𝐾𝜂 = 𝐾𝜂(𝑇2) −𝐾𝜂(𝑇1) between any two
temperatures 𝑇2 > 𝑇1 can be written using the change in susceptibility 𝛥𝜒 = 𝜒(𝑇2) −
𝜒(𝑇1) and 𝛥𝜒𝜅 = 𝜒(𝑇2) − 𝜒(𝑇1),

𝛥𝐾‖ = 𝑞‖𝛥𝜒+ 𝑞𝜅, ‖𝛥𝜒𝜅, (7.14)

𝛥𝐾⊥ = 𝑞⊥𝛥𝜒+ 𝑞𝜅, ⊥𝛥𝜒𝜅. (7.15)

In principle, the system given by Eqs. (7.14) and (7.15) could be solved for 𝛥𝜒 and 𝛥𝜒𝜅

as long as all 𝑞𝜂 and 𝑞𝜅, 𝜂 were known. While macroscopic susceptibility measurements
might be used above 𝑇c for the exact determination of 𝑞𝜂, solving for the changes in shift
𝑞𝜂𝛥𝜒 and 𝑞𝜅, 𝜂𝛥𝜒𝜅 only requires knowledge of the ratios 𝑞‖/𝑞⊥ and 𝑞𝜅, ‖/𝑞𝜅, ⊥.
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Assuming the ratios of the hyperfine coefficients for the different orientations were known,
the task of extracting 𝑞𝜂𝛥𝜒 and 𝑞𝜅, 𝜂𝛥𝜒𝜅 can be understood as a vector decomposition,
cf. Fig. 7.8, onto a basis of two vectors,

q =
(︃
𝑞‖

𝑞⊥

)︃
, (7.16)

q𝜅 =
(︃
𝑞𝜅, ‖

𝑞𝜅, ⊥

)︃
, (7.17)

that, in general, are neither normalized nor orthogonal. As long as q and q𝜅 are linearly
independent, i.e., 𝑞‖/𝑞⊥ ̸= 𝑞𝜅, ‖/𝑞𝜅, ⊥, a solution exists,

𝑞‖𝛥𝜒 =
𝛥𝐾‖ − 𝑞𝜅‖

𝑞𝜅, ⊥
𝛥𝐾⊥

1 − 𝑞⊥
𝑞‖

𝑞𝜅, ‖
𝑞𝜅, ⊥

, (7.18)

𝑞⊥𝛥𝜒 = 𝑞⊥

𝑞‖

(︀
𝑞‖𝛥𝜒

)︀
, (7.19)

𝑞𝜅, ‖𝛥𝜒𝜅 =
𝛥𝐾𝑆‖ − 𝑞‖

𝑞⊥
𝛥𝐾⊥

1 − 𝑞𝜅, ⊥
𝑞𝜅, ‖

𝑞‖
𝑞⊥

, (7.20)

𝑞𝜅, ⊥𝛥𝜒𝜅 = 𝑞𝜅⊥

𝑞𝜅, ‖
𝑞𝜅, ‖𝛥𝜒𝜅. (7.21)

Starting from the lowest temperature 𝑇min at which the shifts were measured, the changes
in the shift relative to 𝑇min due to 𝑞𝜂𝛥𝜒 and 𝑞𝜅, 𝜂𝛥𝜒𝜅 can be obtained. Furthermore, as-
suming vanishing susceptibilities at 𝑇min, the temperature-dependent shift contributions

K‖

K⊥

∆K‖

∆K⊥q∆χ

qκ∆χκ

T1

T2

K‖(T2)K‖(T1)

K⊥(T1)

K⊥(T2)

Figure 7.8: Geometric interpretation of Eqs. (7.14) and (7.15). The changes of the shift
values for both orientations can be understood as the addition of two vectors q and q𝜅

(multiplied by a change in the associated susceptibility) with different directions.
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Figure 7.9: Scaling of 𝐾𝜂(𝑇 ) for both underdoped samples (temperature as implicit
parameter). Straight lines are a guide to the eye with a slope of 1.9.

can be approximated as

𝑞𝜂𝜒 (𝑇 ) = 𝑞𝜂𝛥𝜒 (𝑇 ) + 𝑞𝜂𝜒 (𝑇min) ≈ 𝑞𝜂𝛥𝜒 (𝑇 ) , (7.22)

𝑞𝜅, 𝜂𝜒 (𝑇 ) = 𝑞𝜅, 𝜂𝛥𝜒 (𝑇 ) + 𝑞𝜅, 𝜂𝜒 (𝑇min) ≈ 𝑞𝜅, 𝜂𝛥𝜒 (𝑇 ) , (7.23)

with 𝛥𝜒 (𝑇min) = 𝛥𝜒𝜅 (𝑇min) = 0.

As already stated, the ratios 𝑞⊥/𝑞‖ and 𝑞𝜅, ⊥/𝑞𝜅, ‖ are needed. While 𝑞⊥/𝑞‖ ≈ 2.5 can
be extracted from the linear regions in Fig. 7.6a, it is more complicated in the case of
𝑞𝜅, ⊥/𝑞𝜅, ‖. Here, no apparent region exists, where the changes of shift originate only from
𝑞𝜅, 𝜂𝛥𝜒𝜅, i.e., 𝐾⊥(𝐾‖) having a sample-independent fixed slope in Fig. 7.6a.

Instead, the scaling of the shifts of both underdoped samples can give a hint, cf. Fig. 7.9
(and Fig. 7.7). At high temperatures, i.e., larger shift values, the shifts are described by
a linear behavior with a slope of

𝑑𝐾UN74
𝜂

𝑑𝐾UN45
𝜂

≈ 1.9, (7.24)

that is equal to the ratio of doping levels within the margin of error. At lower tempera-
tures, however, there is a deviation for 𝜂 =⊥ that does not exist for 𝜂 =‖.

Assuming that the shifts for both orientations and samples are given by Eq. (7.13) and

𝑞𝜂𝜒(𝑇 )UN74 = 𝑘𝑞𝜂𝜒(𝑇 )UN45 (7.25)

with a proportionality constant 𝑘, a criterion for having used the correct ratio of hyperfine
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Figure 7.10: Schema for determining 𝜀
(︀
𝑞𝜅, ⊥/𝑞𝜅, ‖

)︀
(shown curves are for 𝑞𝜅, ‖/𝑞𝜅, ⊥ = 0).

For each value of 𝑞𝜅, ⊥/𝑞𝜅, ‖ the decomposition described by Eqs. (7.18) - (7.21) is performed
to obtain 𝑞⊥𝜒UN45 (𝑇 ) and 𝑞⊥𝜒UN74 (𝑇 ). Using the temperature as an implicit parameter,
𝑞⊥𝜒UN74 (︀𝑞⊥𝜒UN45)︀ is fitted with a linear regression. Then, the differences of fit and data
are used to calculate 𝜀. Afterwards, the procedure is repeated for the next value of 𝑞𝜅, ⊥/𝑞𝜅, ‖
(dashed arrow).

constants 𝑞𝜅, ⊥/𝑞𝜅, ‖ can be postulated using the sum of the squared differences from a fit,

𝜀𝜂

(︀
𝑞𝜅, ⊥/𝑞𝜅, ‖

)︀
=
√︃∑︁

𝑇𝑖

[𝑞𝜂𝜒UN74(𝑇𝑖) − 𝑘 · 𝑞𝜂𝜒UN45(𝑇𝑖)]2. (7.26)

Here, 𝑞𝜂𝜒
UN74 and 𝑞𝜂𝜒

UN45 have an implicit dependence on 𝑞𝜅, ⊥/𝑞𝜅, ‖ due to the calcula-
tion according to Eqs. (7.18) - (7.21).
The necessary steps to obtain 𝜀𝜂 for a single value of 𝑞𝜅, ⊥/𝑞𝜅, ‖ are illustrated in Fig. 7.10.
Note that the value of 𝜀𝜂 only changes by a constant factor of 2.5 if calculated for both
orientations 𝜂 due to 𝑞⊥ = 2.5𝑞‖.
Evaluating 𝜀

(︀
𝑞𝜅, ⊥/𝑞𝜅, ‖

)︀
for a set of values of 𝑞𝜅, ⊥/𝑞𝜅, ‖ then permits to find the optimum

where 𝜀 is minimized, cf. Fig. 7.11, with 𝑞𝜅, ⊥/𝑞𝜅, ‖ ≈ −7.4. Using this value, the shifts
are then separated into 𝑞𝜂𝜒 (𝑇 ) and 𝑞𝜅, 𝜂𝜒𝜅 (𝑇 ) for all samples. Fig. 7.12 shows the results
for 𝑐 ⊥ 𝐵 which are exactly the same as for 𝑐 ‖ 𝐵 except for a factor of 2.5 (𝑞𝜂𝜒) or −7.4
(𝑞𝜅, 𝜂𝜒𝜅) respectively. Note that 𝑞𝜅, 𝜂𝜒𝜅 (𝑇 ) changes sign as a function of the doping level
as already discussed for 𝜅 (𝑇 ), cf. Fig. 7.6.
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However, only changes relative to the lowest temperature 𝑇min are detected. Therefore, a
negative shift contribution 𝑞𝜅, 𝜂𝜒𝜅 (𝑇 ) could also stem from decreasing, yet always positive,
susceptibility. Furthermore, 𝑞𝜅, 𝜂 could also be negative, i.e., the associated susceptibility
𝜒 (𝑇 ) might have a different sign compared with the extracted shift 𝑞𝜅, 𝜂𝜒𝜅 (𝑇 ).
In the case of 𝑞𝜂𝜒 (𝑇 ), the shift contributions are positive for all samples and appear
to be growing with doping level. While both underdoped samples UN45 and UN74 do
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Figure 7.12: Results of the decomposition of the temperature-dependent NMR shifts into
𝑞⊥𝜒 (𝑇 ) (a) and 𝑞𝜅, ⊥𝜒𝜅 (𝑇 ) (b). Dashed lines in (a) are guides to the eye with a linear
temperature dependence.
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not show any features around 𝑇c, the optimally doped sample OP97 and the overdoped
sample OV85 show a sharp drop towards lower temperatures right around 𝑇c.
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Fig. 7.13: Scaling of the Shift contribu-
tion 𝑞⊥𝜒. Dashed lines are guides to the
eye.

Similar to the shifts before, Fig. 7.13 shows
𝑞⊥𝜒 (𝑇 ) for the different samples (except for the
UN45) as a function of 𝑞⊥𝜒

UN45 (𝑇 ) with the
temperature as implicit parameter.
In the case of the UN74 sample, a linear de-
pendence is found and the deviation from this
behavior towards low temperatures that was
present for 𝐾⊥ (𝑇 ) is removed. Similar to the ob-
served shifts, the optimally doped OP97 shows
a linear, yet not proportional, dependence only
above 𝑇c with a temperature-dependent offset
that becomes constant for 𝑇 > 𝑇c. The over-

doped OV85, however, only shows a range of about 20 K where such a behavior might be
present and will not be considered for now.
The presence of a universal (yet scaled) contribution to 𝑞𝜂𝜒 (𝑇 ) suggests an analysis in
terms of one component 𝑞𝜂𝜒PG (𝑇 ) that complies with property within the whole tem-
perature range and an additional one 𝑞𝜂𝜒FL (𝑇 ), both named according to temperature
dependence that will be discussed in the following,

𝑞𝜂𝜒 (𝑇 ) = 𝑞𝜂 [𝜒PG (𝑇 ) + 𝜒FL (𝑇 )] . (7.27)

Due to the linear behavior for low temperatures, cf. Fig. 7.2, the universal pseudogap sus-
ceptibility that was discovered in measurements on different cuprate systems, cf. Sect. 7.3,
has to produce a Knight shift 𝑞𝜂𝜒PG (𝑇 ) also with a linear temperature dependence at
low temperatures. Then, comparing 𝑞𝜂𝜒PG (𝑇 ) of different samples will produce a linear
dependence as well. Since the underdoped UN45 and UN74 show a linear 𝑞𝜂𝜒 (𝑇 ), cf.
dashed lines in Fig. 7.12a, it can be concluded that these two samples have a vanishing
𝜒FL (𝑇 ). However, for the analysis, we will only make this assertion for the UN45 sample,
meaning

𝑞𝜂𝜒
UN45
PG (𝑇 ) = 𝑞𝜂𝜒

UN45 (𝑇 ) , (7.28)

𝑞𝜂𝜒
UN45
FL (𝑇 ) ≡ 0. (7.29)
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In case of the 𝑖 =UN74 and 𝑖 =OP97 samples, the scaling behavior (with the doping
ratios as prefactor 𝑥) is assumed for 𝑞𝜂𝜒PG (𝑇 ) in the whole temperature range and the
remainder is considered as 𝜒FL (𝑇 ),

𝑞𝜂𝜒
𝑖
PG (𝑇 ) = 𝑥𝑞𝜂𝜒

UN45 (𝑇 ) , (7.30)

𝑥 = 𝑝𝑖

𝑝UN45 , (7.31)

𝑞𝜂𝜒
𝑖
FL (𝑇 ) = 𝑞𝜂𝜒

𝑖 (𝑇 ) − 𝑞𝜂𝜒
𝑖
PG (𝑇 ) . (7.32)

In the case of the OV85 sample, however, the same approach cannot be used since the
shifts 𝐾𝜂(𝑇 ) become constant at higher temperatures, cf. Fig. 7.5. As a consequence, the
scaling behavior for 𝑞𝜂𝜒

OV85
PG (𝑇 ) with the UN45 sample cannot exist at high temperatures,

cf. Fig. 7.13. This failure, however, is to be expected since the universal susceptibility
is only linear up to 𝑇/𝑇max . 0.5, cf. Fig. 7.2, and the value of 𝑇max decreases with
doping. For a doping level of 𝑝OV85 = 0.19, a 𝑇max = 242 K was found in La2-xSrxCuO4

[80]. While the exact 𝑇max as a function of doping might depend on the system, we
assume 𝑇max = 242 K for the OV85 sample and use Eq. (7.30) - (7.32) only up to 120 K.
Above this temperature, we assume 𝑞𝜂𝜒

OV85
FL (𝑇 ) = constant and attribute all change to

𝑞𝜂𝜒
OV85
PG (𝑇 ).

The resulting 𝑞⊥𝜒PG (𝑇 ) and 𝑞⊥𝜒FL (𝑇 ) for all samples are shown in Fig. 7.14. The un-
derdoped sample UN74 shows a vanishing 𝑞⊥𝜒FL (𝑇 ) as expected in contrast to the OP97
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Figure 7.14: Results of the decomposition of 𝑞⊥𝜒 (𝑇 ) into a pseudogap component
𝑞⊥𝜒PG (𝑇 ) (a) and Fermi liquid component 𝑞⊥𝜒FL (𝑇 ) (b) for all analyzed samples.
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versal curve from Nakano et al. [80] (solid olive line).

and OV85 samples. In these, a sharp drop occurs around 𝑇c. The extracted 𝑞⊥𝜒PG (𝑇 ),
however, do not show any signature around the transition temperature. Furthermore,
Fig. 7.15 shows the normalized and temperature-scaled 𝑞⊥𝜒PG (𝑇 ) with 𝑇max values from
La2-xSrxCuO4 according to the doping levels [80]. Here, an almost perfect agreement of
the extracted shift contribution and the universal susceptibility that was identified by
Johnston [44] and Nakano et al. [80], cf. Fig. 7.2, is found. Note that in the analysis,
this universal susceptibility was merely used as an additional justification for the assumed
scaling behavior without any direct role in the decomposition procedure.

7.6 Summary
Based on the temperature-dependent 63Cu NMR shift values in HgBa2CuO4+𝛿, a failure
of the prevalent single-fluid model was found. Instead three distinct components were
identified, giving a temperature-dependent description of the shifts according to

𝐾‖ = 𝑞‖ [𝜒PG (𝑇 ) + 𝜒FL (𝑇 )] + 𝑞𝜅, ‖𝜒𝜅 (𝑇 ) , (7.33)

𝐾⊥ = 𝑞⊥ [𝜒PG (𝑇 ) + 𝜒FL (𝑇 )] + 𝑞𝜅, ⊥𝜒𝜅 (𝑇 ) . (7.34)

A subsequent decomposition allowed for the extraction of the temperature dependence of
each one. This yielded a universal pseudogap-like component 𝑞𝜂𝜒PG (𝑇 ) (changes only the
temperature scale and amplitude upon doping), a Fermi liquid-like 𝑞𝜂𝜒FL (𝑇 ) (constant
above 𝑇c, only present at higher doping levels), and a third 𝑞𝜅, 𝜂𝜒𝜅 (𝑇 ) (changes sign as
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Figure 7.16: Sketch of the identified susceptibility components in HgBa2CuO4+𝛿 that
were detected in the NMR shifts. The superconducting transition temperature appears to
be only relevant for 𝜒FL (𝑇 ). The arrows indicate the characteristic temperatures 𝑇max, 𝑇c,
and 𝑇0 (in that order).

a function of doping and becomes constant above a certain temperature 𝑇0 that depends
only weakly on doping), cf. Fig. 7.16.
However, the physical interpretation of the presence of three components with the ob-
served temperature dependences and the role for superconductivity remains to be ex-
plained by theory.



CHAPTER 8
Conclusion

In this thesis, three seperate topics were presented. These include the development of
novel experimental NMR methods and data analysis, as well as their application to cur-
rent topics of condensed matter research.

The first part concerns NMR at the highest magnetic fields, i.e., in time-dependent pulsed
high-field magnets. After a discussion of consequences for NMR, a method to acquire
broad spectra was presented. Here, an intensity-correction for off-resonance effects was
applied and the Fourier transform was modified to use time-dependent base functions.
Subsequently, the method was tested with a Knight shift measurement of metallic alu-
minum using a second compound as a shift reference. It could be shown that signal
averaging of a weak signal is possible, even across multiple field pulses. Thus, in princi-
ple, the signal-to-noise ratio can always be increased at the cost of measurement time,
despite the inherently limited reproducibility of subsequent field high-field pulses. In
another set of experiments, the feasibility of 𝑇1 measurements was shown. Here, a weak
radio frequency field was used to perform an adiabatic inversion of the spin system in the
time-dependent field. Ensuing small-angle RF pulses monitored the relaxation process.
Using a mathematical model, 𝑇1 was then determined.
Finally, this method was applied for the investigation of the spin-dimer antiferromagnet
SrCu2(BO3)2. Evidence for a field-induced change in the ground state of the material was
found. This appears to be the first convincing observation of a field-induced phenomenon
with pulsed field NMR. It prooves that nuclear magnetic resonance spectroscopy at the
highest fields is able to produce unique insights into quantum materials.

91
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The second part of the thesis concerns NMR investigations and analysis of cuprate
high-temperature superconductors in conventional static field measurements. Results
on HgBa2CuO4+𝛿 for underdoped, optimally doped, and overdoped materials revealed
that the measured shifts could not be understood with a single electronic spin compo-
nent. The question arose how one can reconcile these findings in terms of basic NMR
phenomenology. An analysis revealed the presence of three distinct contributions: A uni-
versal pseudogap component, a Fermi liquid-like component that only emerges at higher
doping levels, and a third component that changes sign arund optimal doping. This
discovery demands the development of new theory for the understanding of cuprate su-
perconductors.

The last topic concerns the dynamics of large dipolar coupled nuclear spin systems.
In presence of a large oscillating magnetic field, additional non-secular resonances at
frequencies different from the Larmor frequency are predicted. The presented preliminary
results from ongoing experiments showed a sufficient ratio of the RF field and the static
magnetic field according to the predictions, however, no effect has been observed yet.
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APPENDIX A
Dynamics of interacting spin systems

Nuclear spin systems are an ideal test bed for the dynamics of large interacting spin sys-
tems with wide ranges of internal interactions and coupling to the external environment.
For example, the benchmark compound CaF2 offers characteristic time constants 𝑇1 and
𝑇2 that differ by six orders of magnitude [70]. For the theoretical treatment, a large
number of interacting spins has to be considered and often approximations are applied.
In the following, experiments aimed at the discovery of additional resonances are pre-
sented. These non-secular resonances were predicted to exist in the presence of relatively
large RF fields 𝐵RF [59, 60]. Depending on 𝐵RF/𝐵0 the non-secular parts of the dipolar
Hamiltonian, i.e., those that do not conserve the total magnetization, are predicted to
become relevant again.

A.1 Non-secular resonances in dipolar coupled spin systems
First theoretical discussions and experimental verifications of a nuclear spin systems with
dipolar interactions in the presence of a strong magnetic field B0 were presented by Van
Vleck [117].
As discussed in Ch. 2, the coupling of the dipolar moments of different spins 𝑗 and 𝑘 is
described by the Hamiltonian ℋDD (r𝑗𝑘 is the vector connecting both spins, 𝜃𝑗𝑘 the angle
between r𝑗𝑘 and B0),

ℋDD =
∑︁

𝑗, 𝑘

~2𝛾𝑗𝛾𝑘

2

⎡
⎣ Î𝑗 · Î𝑘

𝑟3
𝑗𝑘

+ 3

(︁
Î𝑗 · r𝑗𝑘

)︁(︁
Î𝑘 · r𝑗𝑘

)︁

𝑟5
𝑗𝑘

⎤
⎦ . (A.1)

The expression can be rewritten as the (dipolar alphabet) using six different terms, each
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with a characteristic combination of spin operators [2, 101],

ℋDD =
∑︁

𝑗, 𝑘

~2𝛾𝑗𝛾𝑘

2𝑟3
𝑗𝑘

[𝐴𝑗𝑘 +𝐵𝑗𝑘 + 𝐶𝑗𝑘 +𝐷𝑗𝑘 + 𝐸𝑗𝑘 + 𝐹𝑗𝑘] , (A.2)

with

𝐴𝑗𝑘 = 𝐼𝑗𝑧𝐼𝑘𝑧

(︀
1 − 3 cos2 𝜃𝑗𝑘

)︀
, (A.3)

𝐵𝑗𝑘 = −1
4

[︁
𝐼+

𝑗 𝐼
−
𝑘 + 𝐼−

𝑗 𝐼
+
𝑘

]︁ (︀
1 − 3 cos2 𝜃𝑗𝑘

)︀
, (A.4)

𝐶𝑗𝑘 = −3
2

[︁
𝐼+

𝑗 𝐼𝑘𝑧 + 𝐼𝑗𝑧𝐼
+
𝑘

]︁
sin 𝜃𝑗𝑘 cos 𝜃𝑗𝑘𝑒

−𝑖𝜑𝑗𝑘 , (A.5)

𝐷𝑗𝑘 = −3
2

[︁
𝐼−

𝑗 𝐼𝑘𝑧 + 𝐼𝑗𝑧𝐼
−
𝑘

]︁
sin 𝜃𝑗𝑘 cos 𝜃𝑗𝑘𝑒

−𝑖𝜑𝑗𝑘 , (A.6)

𝐸𝑗𝑘 = −3
4𝐼

+
𝑗 𝐼

+
𝑘 sin2 𝜃𝑗𝑘𝑒

−2𝑖𝜑𝑗𝑘 , (A.7)

𝐹𝑗𝑘 = −3
4𝐼

−
𝑗 𝐼

−
𝑘 sin2 𝜃𝑗𝑘𝑒

2𝑖𝜑𝑗𝑘 . (A.8)

The dominance of the Zeeman terms of the magnetic field justifies a truncation of some
parts of ℋDD such that only 𝐴𝑗𝑘 and, in case of like spins, 𝐵𝑗𝑘 remain (in the relevant
case of like spins).

Later work by Redfield included perturbations from an oscillating, linear polarized, mag-
netic field 2𝐵RF(𝑡) (with a frequency 𝜔RF) in the discussion. The time-dependent mag-
netic field is then given by

B (𝑡) = (2𝐵RF cos𝜔RF𝑡, 0𝐵0) (A.9)

and leads to an additional second truncation of the dipolar terms, keeping only the terms
that commute with the Zeeman Hamiltonian for the effective magnetic field in the rotating
frame [92].

However, in a recent work, Kropf and Fine argued that this procedure with two consec-
utive truncation steps is not always valid in the case of a large 𝐵RF [59]. Instead, for
certain frequencies 𝜔ns, different from the Larmor frequency 𝜔L, additional non-secular
resonances were predicted to exist at rational multiples of 𝜔e,

𝜔ns = ±𝑝

𝑞
𝜔e, (A.10)
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Figure A.1: Strength 𝑓 of the non-secular Hamiltonian for different frequencies 𝜔RF/𝜔e
(see legend) of the oscillating magnetic field 𝐵RF. Note that the two curves for 𝜔RF/𝜔e =
−2 correspond to 𝜔RF = −2𝛾𝐵0 and 𝜔RF = −2𝛾𝐵0/3. Data reproduced from Ref. [60].

with the gyromagnetic ratio 𝛾 of the nucleus and

𝜔e = 𝛾

√︁
𝛾2𝐵2

RF + (𝛾𝐵0 + 𝜔RF)2. (A.11)

At these frequencies 𝜔ns, the non-secular Hamiltonian ℋns, given by the terms 𝐶𝑗𝑘 to
𝐹𝑗𝑘 in Eq. (A.2), does not vanish. While the explicit form of ℋns depends on 𝜔ns, all
corresponding prefactors 𝑓 (𝜔ns), i.e., the interaction strength of ℋns, increase with the
ratio 𝐵RF/𝐵0, cf. Fig. A.1. However, in common NMR experiments, 𝐵0 is typically
about three orders of magnitude larger than 𝐵RF. Decreasing 𝐵0 reduces the Larmor
frequency, equilibrium magnetization, and thus the signal intensity. On the other hand,
𝐵RF can be increased by applying a higher RF power level or by using a smaller RF coil.

Table A.1: Estimates for the secular local magnetic field 𝐵sec
loc and non-secular local

magnetic field 𝐵ns
loc in CaF2 for three different crystal orientations (relative to the applied

static magnetic field B0) for two sets of field values 𝐵0 and 𝐵RF. Data reproduced from
Ref. [60].

Optimistic choice Conservative choice
𝐵0 250 mT (≈ 10 MHz) 1 T (≈ 40 MHz)
𝐵RF 10 mT (≈ 0.4 MHz) 3 mT (≈ 0.1 MHz)

𝐵RF/𝐵0 [%] 4 0.1
𝐵0 orientation [100] [110] [111] [100] [110] [111]

𝐵sec
loc 0.3 mT 0.18 mT 0.12 mT 0.3 mT 0.18 mT 0.12 mT

𝐵ns
loc 0.007 mT 0.013 mT 0.014 mT 0.0005 mT 0.0010 mT 0.0011 mT
𝑇 ns

1 0.024 s 0.0042 s 0.0024 s 4.8 s 0.72 s 0.39 s
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Ca2+

F−

Figure A.2: Crystal structure of CaF2. The 19F nuclei form a simple cubic lattice and
have an abundance of 100 %.

Regarding the dependence on 𝐵RF/𝐵0, the resonance with 𝜔 = −2𝜔e promises the best
conditions for success in a proposed double resonance experiment [60]. The non-secular
resonance is predicted to produce an anomalous longitudinal relaxation, i.e., a depolar-
ization of the sample caused by to the terms that do not conserve the spin polarization.
Estimates for the time constant 𝑇 ns

1 describing the relaxation process are reproduced in
Tab. A.1 for two sets of 𝐵0 and 𝐵RF and three different crystal orientations of CaF2.
This material has often been used as a benchmark compound to test theories on dipolar
coupled systems using 19F NMR [22, 43, 70] because the 19F nuclei have an abundance
of 100 % and a high gyromagnetic ratio of 𝛾 = 251.815 × 106 rad s−1 T [64]. The crystal
structure of CaF2 arranges the fluorine nuclei on a simple cubic lattice, cf. Fig. A.2.

A.2 Experimental
Instead of the double resonance experiment that was proposed in Ref. [60], the following
experiments use field cycling to test the predictions. As sketched in Fig. A.3, the sample
relaxes for a time 𝑡relax ≫ 𝑇1 at a field 𝐵𝑖. Afterward, three consecutive rectangular
RF pulse (durations 𝑡low/3) with carrier frequencies 𝜔RF −𝛥𝜔, 𝜔RF, and 𝜔RF +𝛥𝜔 are
applied (with 𝛥𝜔 = 10 kHz). Note that the Larmor frequency for 𝐵𝑖

𝜔L = 𝛾𝐵𝑖 ≈ 1
2𝜔RF (A.12)

is about one half of the carrier frequency and thus close to the predicted non-secular
resonance frequency. After the RF pulse is finished, the field is increased (within a time
frame 𝑡sweep) to 𝐵high where 𝜔L = 𝜔RF. At 𝐵high, a 𝜋/2 pulse is used to excite a FID
that measures the longitudinal magnetization 𝑀𝑧. In order to prevent 𝑇1 relaxation to
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cover a possible effect, the following two conditions have to be met,

𝑡relax ≫ 𝑇1, (A.13)

𝑡low + 𝑡sweep . 𝑇1. (A.14)

The experiment is repeated for different values of 𝐵𝑖. Analyzing the signal intensity as
a function of 𝐵𝑖 should then show a decrease at the non-secular resonance. The allowed
difference in two consecutive field values 𝐵𝑖+1 and 𝐵𝑖 is set by the dipolar linewidth 𝜔DD

[60],

𝐵𝑖+1 −𝐵𝑖 <
𝜔DD

𝛾
. (A.15)

Experiments were performed on a 1 mm × 1 mm × 10 mm CaF2 single crystal (from Mateck,
Germany, 𝑇1 ≈ 80 s) in a sweepable 16 T Oxford Instruments magnet with an integrated
flow cryostat. A crystal orientation with [110] ‖ B0 was chosen and confirmed with the
nodes of the FID. The sample was placed in a solenoid RF coil with a high filling factor
that was soldered to a home-built probehead. Additional capacitors (parallel to tuning
and matching capacitors) were introduced to the RF tank circuit to decrease the reso-
nance frequency to 𝜔RF/2𝜋 = 18.822 MHz. The pulses at 𝐵𝑖 were applied for 300 ms each
(at frequencies 18.812 MHz, 18.822 MHz, and 18.832 MHz).
At a temperature of 𝑇 = 150 K, a quality factor of 𝑄 ≈ 100 was found. 19F FIDs were
acquired with a Tecmag Apollo spectrometer as I/Q-demodulated traces with a sampling

RF

t

trelax tlow tsweep π/2

B(t)

Bi

Bhigh

i

Figure A.3: Field cycling experiment for the detection of a non-secular resonance. The
sample is equilibrated for a duration of 𝑡relax at a field 𝐵𝑖. Then, three consecutive RF
pulses are applied for a total duration of 𝑡low. Within a time frame of 𝑡sweep, the field is
increased and a 𝜋/2 pulse is used to measure the sample magnetization.
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spectrometer PC

Python con-
trol program

Component Object
Model interface

TCP/IP interface

NTNMR software

Component Object
Model interface

USB interface

USB interface

Apollo spectrometer

magnet PC

TCP/IP interface

RS232 interface

RS232 interface

Oxford IPS120-10

Current source

Oxford mag-
net (≤ 16T)

Probehead

Current leads

Figure A.4: Setup for field cycling experiments. A small Python program on the spec-
trometer controls the NMR software via a Component Object Model interface. The magnetic
field is set using another computer that is connected to the IPS120-10 power supply.

rate of 1 MHz.
The field cycling experiments were conducted using a small Python program running
on the spectrometer PC, cf. Fig. A.4. The NMR excitation and data acquisition were
performed by the NTNMR software via a Component Object Model interface.

A.3 Results and discussion
Nutation

In a first step, a nutation experiment was performed to obtain an estimate of the RF field
strength. A typical FID and the associated FT spectrum after baseline correction, left
shift, and manual phase correction are shown in Fig. A.5.a and Fig. A.5b. The intensities
𝐼 for different pulse lengths 𝜏 are obtained as the sum of the real part of the FT spectra,
cf. Fig. A.5c.
A sinusoidal function

𝐼 (𝜏) = 𝐴 sin (𝛾𝐵RF𝜏 + 𝜑0) (A.16)

with an initial phase 𝜑0 = −23.8° describes 𝐼 (𝜏) in good approximation, cf. orange curve
in Fig. A.5c. This 𝜑0 ̸= 0 is assumed to be caused by the time constant 𝜏Q of the RF
tank circuit. Due to the low resonance frequency and the high quality factor a value of
𝜏Q ≈ 5 µs is expected.
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Figure A.5: Nutation experiment for the determination of 𝐵RF. (a, b) Real part (red),
imaginary part (green), and magnitude (blue) of FID and its FT for a RF pulse length
𝜏 = 0.6 µs. (c) Intensities as a function of pulse length 𝜏 (sum over real part of the FT from
−40 kHz to 40 kHz). Curves are sinusoidal functions with initial phases 𝜑0 = 0° (black)
and 𝜑0 = −23.8° (orange).

As a consequence, the nutation can only be used to provide a lower estimate for the RF
field with

𝐵RF ≥ 12 mT. (A.17)

Non-secular resonance
Using the estimate for the RF field from the nutation, the ratio magnetic fields can be
projected,

𝐵RF

𝐵0
≈ 5 %, (A.18)

thus, close to the optimistic case in Tab. A.1. Therefore, a time constant 𝑇 ns
1 in order of

4 ms is expected, giving one order of magnitude room in error for the estimates.
Fig. A.6 shows the observed intensities 𝐼 as a function of the magnetic field that was
applied during the long pulse, cf. Fig. A.3. An increase of 𝐼 is found for higher values
of 𝐵𝑖. This is expected due to the field dependence of the equilibrium magnetization.
However, around the expected value 𝐵𝑖 = 235 mT, no effect is found.
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Figure A.6: Observed intensities as a function of the applied magnetic field 𝐵𝑖 during the
long RF pulses. Values of 𝐵𝑖 correspond to the magnetic field set using the power supply
based on the ratio of Larmor frequency and field setting during the FID detection.

A.4 Conclusion
Even though a sufficient field ratio 𝐵RF/𝐵0 according to the predictions from Ref. [60] was
found, no effect was detected. Possible reasons for failure include a non-linear dependence
of 𝐵𝑖 as a function of the set value or too large steps between the used values of 𝐵𝑖. As a
consequence, further experiments are needed to answer the question whether the predicted
non-secular resonance exists.



APPENDIX B
Simulation of an adiabatic inversion in the rotating frame

While there are different ways to understand the action of a sequence of RF pulses on
a spin system, the description using the density operator 𝜌 is among the most elegant
approaches. A brief overview on this formalism can be found in Ref. [103]. For a system
with the eigenstates |𝜓𝑖⟩ and the probabilities 𝑝𝑖 to be in those states (with

∑︀
𝑖 𝑝𝑖 = 1),

it is given by

𝜌 =
∑︁

𝑖

𝑝𝑖 |𝜓𝑖⟩ ⟨𝜓𝑖| . (B.1)

The expectation value ⟨𝐴⟩ of an observable 𝐴 can then be obtained using the trace
operation according to

⟨𝐴⟩ = tr
[︁
𝜌𝐴
]︁
. (B.2)

While the equilibrium density operator 𝜌0 is given by

𝜌0 = exp
(︃

𝐻̂

𝑘B𝑇

)︃
/ tr

[︃
exp

(︃
𝐻̂

𝑘B𝑇

)︃]︃
≈ 1̂ + 𝐻̂/𝑘B𝑇

2𝐼 + 1 , (B.3)

it is often more convenient to use the simplified density operator

𝜌′
0 = 𝐼𝑧 (B.4)

that marks the unnormalized deviation from the unity operator 1̂ (all relevant observables
vanish for it).
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The time-evolution of the system can be described using the time-evolution operator
𝑈̂(𝑡, 𝑡0) and its adjoint 𝑈̂ †(𝑡, 𝑡0) according to

𝜌(𝑡) = 𝑈̂(𝑡, 𝑡0)𝜌(𝑡0)𝑈̂ †(𝑡, 𝑡0), (B.5)

𝑈̂(𝑡, 𝑡0) = exp

⎡
⎣− 𝑖

~

𝑡∫︁

𝑡0

𝐻̂(𝑡′)𝑑𝑡′
⎤
⎦ . (B.6)

In the case of a time-independent Hamiltonian, the integral for 𝑈̂(𝑡) becomes trivial, and
one finds

𝑈̂(𝑡, 𝑡0) = exp
[︂
− 𝑖

~
𝐻̂ (𝑡− 𝑡0)

]︂
. (B.7)

However, the integral in Eq. (B.6) is not necessarily as trivial for time-dependent Hamil-
tonians. While an analytical solution can often be found, simple numerical simulations
can already shed light on the outcome of a given experiment. For a short time step 𝛥𝑡,
the time-evolution operator and the density operator starting from 𝑡 can be approximated
using

𝑈̂(𝑡+𝛥𝑡, 𝑡) = exp

⎡
⎣− 𝑖

~

𝑡+𝛥𝑡∫︁

𝑡

𝐻̂(𝑡′)𝑑𝑡′
⎤
⎦ = exp

[︂
− 𝑖

~
𝐻̂(𝑡)𝛥𝑡

]︂
, (B.8)

𝜌(𝑡+𝛥𝑡) = exp
[︂
− 𝑖

~
𝐻̂(𝑡)𝛥𝑡

]︂
𝜌(𝑡) exp

[︂
𝑖

~
𝐻̂(𝑡)𝛥𝑡

]︂
. (B.9)

In calculations, a description using an interaction picture with the time-independent
Hamiltonian separated off, corresponding to the rotating frame with the Larmor fre-
quency, can be advantageous.
We will now use the density operator to briefly show an adiabatic inversion of a free
spin in a time-dependent field qualitatively. More systematic studies can be found in
literature, e.g., in Refs. [7, 29].
For a linear time-dependence of 𝐵 (𝑡), the Hamiltonian in the presence of a linear polarized
RF field with an amplitude 𝐵RF and a frequency 𝜔 in 𝑥 direction is given by

𝐻̂(𝑡) = 𝛾𝐵 (𝑡) 𝐼𝑧 + 𝛾𝐵RF sin (𝜔𝑡) 𝐼𝑥. (B.10)

For the simulation according to Eq. (B.9), we use the Schrödinger picture for a spin 1/2
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system with the gyromagnetic ratio 𝛾 = 26.7519 × 107 rad s−1 T of 1H, a magnetic field
close to 1 T, i.e., 𝜔 = 𝛾 · 1 T, and a time step of 𝛥𝑡 = 2 ns. Furthermore, we choose the
simplified version 𝜌(𝑡0 = 0) = 𝐼𝑧 for the initial density operator.
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Figure B.1: Simulated expectation values for 𝐼𝑧 in a linear changing magnetic field 𝐵0(𝑡)
starting at 995 mT increasing to 1008 mT under the presence of a weak RF field with differ-
ent amplitudes for 𝛾𝐵RF of 100 krad s−1 (a), 200 krad s−1 (b), 400 krad s−1 (c), 800 krad s−1

(d) and different sweep rates of 13 mT (equivalent to 0.5 MHz) per 800 µs (1), 400 µs (2),
and 200 µs (3).

Fig. B.1 shows the time-dependent expectation value of 𝐼𝑧 during the application of the
inversion field with a rectangular shape for different amplitudes of 𝐵RF and different
field sweep rates. Here, the need for a sufficiently large 𝐵RF becomes apparent since the
inversion is incomplete at all sweep rates for the weakest RF field of 𝛾𝐵RF = 100 krad s−1

(a), and even at a field of 𝛾𝐵RF = 200 krad s−1, the inversion is inadequate at the higher
sweep rates (2b, 3b).
On the other hand, a weaker RF field can be beneficial if the time available after the
crossing of the Larmor condition is limited: (1b) already shows an almost complete
inversion at 𝑡 = 400 µs, while (1d) exhibits a modulation at the same point in time that
only vanishes at a later time corresponding to a larger difference in between the Larmor
frequency and the frequency of the RF field. This problem can be mitigated using an RF
field with a modulated amplitude.





APPENDIX C
Radio frequency circuits

To verify Eq. (C.1), 1H intensity measurements on tap water were performed.

C.1 Experimental
A drop of tap water was put in a short cut from a NMR tube and sealed with hot-melt
adhesive. This tube was placed into a tight RF coil that was part of a resonance circuit
equivalent to Fig. 2.4 on a home-built probe. Experiments were performed in a sweepable
Oxford Research 16 T magnet.
Using a spectrum analyser, the resonator was tuned and matched to a frequency of 𝑓0 =
110.7 MHz and consecutively the −7 dB bandwidth BW−7 dB = 0.84 MHz was determined.
Using a setup including a Python program on the spectrometer PC that originally was
intended for the acquisition of broad band spectra using field sweeps (see Fig. A.4),
the static magnetic field 𝐵0 was set to different values 𝐵𝑖

0 and NMR experiments were
conducted at each field. Here, a nutation experiment with a fixed excitation pulse length
of 𝜏 = 50 µs and different power levels in 1 dB steps was carried out. The carrier frequency
was set to the expected Larmor frequency for each field 𝐵𝑖

0.

C.2 Results and discussions
Fig. C.1 shows the obtained normalized intensities (absolute values) for different pulse
power levels at different fields 𝐵𝑖

0. The local maxima at the highest attenuation values
correspond to a 𝜋/2 pulse. Due to the mismatch of the carrier frequency of the pulses
and the RF resonator, not all power is absorbed by the probe. Thus, the maxima shift to
lower attenuation values which correspond to a larger power level of the excitation pulse.
The symbols in Fig. C.2 shows the maxima of the nutation curves as a function of the
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Figure C.1: Power nutation curves at different Larmor frequencies (not all shown). A
higher attenuation value correspond to a lower RF pulse power.

Larmor frequency. Using the quality factor 𝑄loaded = 𝑓0/2BW for the loaded resonator,
we find a good agreement with the expected values (solid black curve)

𝑔 (𝜔) = 𝜔0

𝜔

1√︀
𝑄2𝜀2 + 1

, (C.1)

and a clear deviation from the values for the 𝑄 = 𝑓0/BW measured with the spectrum
analyser (dashed gray curve).
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Figure C.2: Intensity variation due to off-resonance detection. Symbols are observed
intensities. Curves are according to Eq. (??) with 𝑄 = 𝑄loaded (solid black curve) and
𝑄 = 𝑓0/BW = 2𝑄loaded (dashed gray curve).



APPENDIX D
Modification of pulse field spectrometer for 𝑇1 measurements

A signal path with changeable attenuation was added to the spectrometer, see Fig. D.1.
The pulse sequence for 𝑇1 measurements using adiabatic inversions is shown in Fig. D.2,

cf. Fig. 5.8. Furthermore, a function to read pulse sequences from simple XML files, cf.
Lis. D.2, was added to the LabVIEW control program that conducts the experiments. In
order to facilitate the generation of the corresponding input files, a small Python script
was implemented. Lis. D.1 shows the usage for the sequence shown in Fig. D.2.

PXI system

PXI 6542 Wave-
form Generator

PXI 5651 RF
Generator

PXI 5661 RF Vec-
tor Signal Analyzer

SPDT
(A)

T1

T2

SPDT
(B)

T1

T2

SPDT
(C)

T1

T2

Attenuator
50 Ω

Power
Amplifier

Trans-
coupler

Probe

Preamp-
lifier

SPDT
(E)

T1

T2

SPDT
(D)

T1

T250 Ω 50 Ω

Figure D.1: Schematic of the pulsed field spectrometer based on a National Instruments
PXI system [69, 71]. The waveform generator acts as a pulse programmer, that can guide
the signal from the frequency source directly to the power amplifier or through a passive
attenuator using a set of single pole, double throw (SPDT) switches (green box.). Further-
more, it gates the power amplifier and controls a pair of switches that protect the receiver
during the pulse.
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Switch

Power (A)

Power (B)

RF (C)

PA Gate

Protect (D)

Protect (E)

Field detection
5 µs 0.2µs 3 µs 192 µs

Adiabatic inversion
5 µs 350 µs 3 µs 20 µs

Read-out i = 1...n
5 µs 350 µs 3 µs τi

Figure D.2: Sequence of TTL output values for 𝑇1 measurements with an adiabatic
inversion. Each pulse is followed by an acquisition window and consist of four steps.

1 pp=pulseProgram()
2

3 # list of acquisition times after read−out pulses
4 tauL=[50e−6,70e−6,100e−6]
5

6 # field detection
7 pp.addUnblank(5e−6)
8 pp.addRFHigh(200e−9)
9 pp.addRingDown(3e−6)

10 pp.addDigitize(192e−6)
11

12 # adiabatic inversion
13 pp.addUnblank(5e−6)
14 pp.addRFLow(350e−6)
15 pp.addRingDown(3e−6)
16 pp.addDigitize(20e−6)
17

18 # read−out pulses
19 for tau in tauL:
20 pp.addUnblank(5.1e−6)
21 pp.addRFHigh(2e−7)
22 pp.addRingDown(2.4e−6)
23 pp.addDigitize(tau)

Listing D.1: Usage of Python script for pulse sequence of 𝑇1 measurements, cf. Fig. D.2.
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1 <Cluster>
2 <Name>Channel1Timing</Name>
3 <NumElts>3</NumElts>
4 <Array>
5 <Name>Time (s) Channel 1</Name>
6 <Dimsize>4</Dimsize>
7 <DBL>
8 <Name>Wait</Name>
9 <Val>5e−06</Val>

10 </DBL>
11 <DBL>
12 <Name>Wait</Name>
13 <Val>2e−07</Val>
14 </DBL>
15 <DBL>
16 <Name>Wait</Name>
17 <Val>3e−06</Val>
18 </DBL>
19 <DBL>
20 <Name>Wait</Name>
21 <Val>0.000192</Val>
22 </DBL>
23 </Array>
24 <Array>
25 <Name>PulseArray</Name>
26 <Dimsize>4</Dimsize>
27 <U16>
28 <Name>Ring</Name>
29 <Val>14</Val>
30 </U16>
31 <U16>
32 <Name>Ring</Name>
33 <Val>111</Val>
34 </U16>
35 <U16>
36 <Name>Ring</Name>
37 <Val>8</Val>
38 </U16>
39 <U16>
40 <Name>Ring</Name>
41 <Val>0</Val>
42 </U16>
43 </Array>
44 <DBL>
45 <Name>Number of Scans</Name>
46 <Val>1</Val>
47 </DBL>
48 </Cluster>

Listing D.2: Sample XML file for a single pulse including an acquisition window (delays
according to the field detection part in Fig. D.2 and Lis. D.1).





APPENDIX E
Source code for pulsed field analysis

1 from numpy import ∗
2

3 def fcFT(parameters, x,y):
4 """ function to calculate the FT with time−dependent base functions according to B(t)
5

6 parameters are
7 flo spectrometer frequency
8 gamma gamma or frequency at max field of the fit reference
9 gammaStart, gammaStop range for calculation

10 nb number of frequency values
11 a, b, c, d fit constants for B(t)
12 """
13

14 [ flo ,gamma, gammaStart, gammaStop, a, b, c,d,nb]=parameters
15 dwellTime=x[1]−x[0]
16

17 # define frequency values for calculation
18 gammaRange=linspace(gammaStart,gammaStop,nb)
19

20 # filter only values within the excitation bandwidth
21 t=x[0]
22 B0=(flo∗2∗pi+(a+2∗b∗t∗∗1+3∗c∗t∗∗2+4∗d∗t∗∗3))/gamma
23 mi=2∗pi∗(flo+dic['ExFilterRange'][0])/B0
24 ma=2∗pi∗(flo+dic['ExFilterRange'][1])/B0
25 gammaR=array(filter(lambda x: x >= mi and x<=ma, )
26

27 # calculate the spectral coefficients
28 yr=[]
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29 B=[(flo∗2∗pi+(a+2∗b∗t∗∗1+3∗c∗t∗∗2+4∗d∗t∗∗3))/gamma for t in x] # B(t)
30 for i in gammaR1:
31 t=0
32 phase=0
33 for j in xrange(len(y)):
34 t+=y[j]∗exp(−1j∗phase)
35 phase+=(i∗B[j]−flo∗2∗pi)∗dwellTime
36 yr.append(t)
37

38 # return gamma values/frequencies and spectral coefficients
39 return gammaR1,array(yr)

Listing E.1: Source code for Fourier transform with time-dependent base functions
(Python).

1 from numpy import ∗
2

3 def t1Fit(params, x, y, offsets ) :
4 """ fit model for T1 relaxation in a pulsed magnetic field
5

6 params contains fit variables as well as constants describing the experiment
7

8 x are times of RF pulses
9

10 y are observed intensities
11

12 offsets are frequency offsets during excitation
13 """
14

15 Mstart = params['Mstart'].value
16 Meq = params['Meq'].value
17 T1 = params['T1'].value
18

19 # Brf can be kept constant or not
20 Brf = params['Brf'].value
21

22 """ constants """
23 gamma=params['gamma'].value
24 tau=params['tau'].value
25 Q=params['Q'].value
26 fcenter=params['fcenter' ]. value
27
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28 results =[]
29 lastTime=0
30 Mz=Mstart
31

32 for t , offset in zip(x, offsets ) :
33 # the last RF pulse was at t=lastTime, giving a relaxation time of dt:
34 dt=t−lastTime
35

36 # the relaxation process changes Mz:
37 Mz=Meq−(Meq−Mz)∗exp(−dt/T1)
38

39 # the effective RF field:
40 Beff=sqrt(Brf∗∗2+(2∗pi∗offset/gamma)∗∗2)
41

42 # calculation of the angles for the rotations
43 beta=−1∗gamma∗Beff∗tau
44 theta=arctan2(Brf,2∗pi∗offset/gamma)
45

46 # after pulse magnetization values:
47 mx=sin(beta)∗sin(theta)
48 my=(1−cos(beta))∗sin(theta)∗cos(theta)
49 mz=cos(theta)∗∗2+cos(beta)∗sin(theta)∗∗2
50

51 # calculate factor to compensate for the resonator
52 omega0=2∗pi∗fcenter
53 omega=2∗pi∗(fcenter+offset)
54 epsilon=(omega0∗∗2−omega∗∗2)/(omega∗omega0)
55 g=omega0/omega/(sqrt(Q∗∗2∗epsilon∗∗2+1))
56

57 # store value representing the signal intensity
58 results .append(g∗Mz∗sqrt(mx∗∗2+my∗∗2))
59

60 # set after pulse values for next iteration
61 Mz=Mz∗mz
62 lastTime=t
63

64 # we need an array with the difference of model and data
65 return array(results)−y

Listing E.2: Source code for 𝑇1 fit in a pulsed magnetic field (Python).

1 import numpy as np
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2 from lmfit import minimize, Parameters, Parameter, report_fit
3

4 # create a set of parameters according to the experiment
5 params = Parameters()
6 params.add('Mstart',value=−1.0)
7 params.add('Meq',value=1.0)
8 params.add('T1', value=.6e−3)
9

10 # Brf is set to constant
11 params.add('Brf', value=6e−3,vary=False)
12

13 # constants
14 params.add('tau', value=100e−9,vary=False)
15 params.add('gamma', value=6.97e7,vary=False)
16 params.add('Q', value=13.5,vary=False)
17 params.add('fcenter' , value=322.3e6,vary=False)
18

19 # do fit , here with leastsq model
20 result = minimize(t1Fit, params, args=(t, y,off))
21

22 # write report
23 report_fit( result .params)

Listing E.3: Usage of the fit function from Lis. E.2.
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