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## Introduction

Ergodic theory was born in 1931 when von Neumann and Birkhoff presented their ergodic theorems, which lead to a proof of Boltzmann's ergodic hypothesis for ergodic systems. Subsequently, this proof gave a description of ergodic systems in terms of their asymptotic behavior. Ergodic systems are not the only systems which can be described by their asymptotic behavior, though. For example, another desirable property of measurepreserving systems is strongly mixing, which is easy to define, but difficult to check. Between ergodicity and strongly mixing is weakly mixing, which is comparatively more difficult to define, but much easier to check via spectral properties of the system.

From their definitions by their asymptotic behavior, it is immediately apparent that all strongly mixing transformations are weakly mixing, and all weakly mixing transformations are ergodic. On the other hand, it is easy to create an example of a measurepreserving transformation which is ergodic, but not weakly mixing. An irrational rotation on the circle (with the Haar measure) is such an example. However, the case of weakly and strongly mixing transformation proved more difficult. Certainly it was suspected that weakly mixing transformations are not necessarily strongly mixing, but constructing an example of such a transformation proved to be a challenge.

In 1944, Halmos showed in [30] that in some sense "most" measure-preserving transformations are weakly mixing - that being weakly mixing is a generic property of a measure-preserving transformation. Not long after, in 1948, Rokhlin showed in [44] that in that same sense, "most" measure-preserving transformations are not strongly mixing - that being strongly mixing is a rare property of measure-preserving transformations. Together, these two results showed with resounding strength that weakly mixing transformations are not necessarily strongly mixing. It is interesting to note, however, that it was not until 1969 that an example of a weakly but not strongly mixing transformation was found, when Chacon constructed an example in [10]. Since Halmos, much research has been done in finding "typical" properties of measure-preserving dynamical systems. For example, in 1970, Katok and Stepin showed in [36] that a generic measure-preserving transformation is rigid. For more examples, see, e.g., [39], [1], [37], [2], [5], [3], [15], [4], [47], [29].

More than thirty years after the work of Halmos and Rokhlin, in completely unrelated efforts, Furstenberg [24] presented his celebrated ergodic theoretic proof of Szemeredi's Theorem on the existence of arbitrarily long arithmetic progressions in large subsets of $\mathbb{N}$. While the original proof by Furstenberg used diagonal measures, the alternative proof by him, Katznelson, and Ornstein [25] building up a tower of so-called compact and weakly
mixing extensions had much greater impact on further development of ergodic theory. This method of finding the characteristic factor has been extended to various ergodic theorems and is an active area of research, see, e.g., [12], [13], [7], [20], [9], [23], [19], [51] [6], [42]. For example, the appropriate characteristic factor for norm convergence of multiple ergodic averages was identified by Host and Kra [32] and has the structure of an inverse limit of nilsystems, see also Ziegler [54].

In 2012, Terence Tao posed the natural question [50]: what do typical extensions look like? More precisely, can we extend the theory on generic properties of measurepreserving transformations to theory on generic properties of measure-preserving extensions? Surprisingly, there seemed to be little to no work done in this direction. In [43], Robertson proved a genericity statement for compact group extensions, but there seemed to be no work on genericity of measure-preserving extensions in general. This work partially fills this gap, and was further filled by Glasner and Weiss in [28].

This thesis is organized as follows. In Chapter 1 we give a survey of the classical theory, including some of the proofs as points of comparison for results that will follow in Chapter 2. First in Section 1.1 we focus on giving a detailed survey of Halmos' (and Rokhlin's) category theorems. Then Section 1.2 discusses some examples of measurepreserving transformations which are weakly, but not strongly mixing. Finally Section 1.3 examines a few other properties of measure-preserving transformations which are generic, namely rigidity, $\alpha$-rigidity, and $\kappa$-weakly mixing. Then in Chapter 2 we begin to work towards genericity in extensions. In an effort to closely follow the classical theory of Halmos, we ultimately show in Section 2.1 that the set of weakly mixing extensions of a non-fixed factor is generic in the set of all extensions in this sense of a non-fixed factor. In the same section we show that the corresponding set of strongly mixing extensions is rare. Then in Section 2.2 we approach the same problem, but this time in the context of extensions of a fixed transformation, which makes the problem more difficult. We generalize the result from [28] that the set of weakly mixing extensions of an antiperiodic transformation is generic, provide a sufficient condition for the set of strongly mixing extensions to be rare, and discuss rigid extensions. Finally in Chapter 3 we articulate some open questions.

## Chapter 1

## Classical Results and Background

Because the theory we will develop in Chapter 2 is so deeply rooted in the classical theory as well as its techniques, in this chapter we will be taking an extensive look at the classical theory. In particular, we will be presenting many proofs in this chapter as points of comparison for later.

Before beginning, we make a few notational notes that will hold throughout this entire work. Let $(X, \mathcal{F}, m)$ be a measure space. We will be making a few assumptions about this measure space and about measure-preserving transformations on it. First of all, we will consider only measure-preserving transformations which are invertible. Second, we will not distinguish two measure-preserving transformations which disagree on a set of measure 0 . That is, we identify $T, S$ if $m(\{x \in X \mid T x \neq S x\})=0$. Lastly, $(X, \mathcal{B}, m)$ will be assumed to be the unit interval with the Lebesgue measure.

We make two notes. First, the first two assumptions mean that we are technically considering $T$ as an automorphism of the measure algebra of $\mathcal{F}$. However, we will generally still call $T$ a measure-preserving transformation. Second, though it might seem restrictive to assume $X$ to be a specific measure space, it is indeed not the case. It is known that all standard, non-atomic probability spaces are isomorphic as measure algebras, and the unit interval is the quintessential example (see [30, p. 61]).

As two last notational notes, we will be using $\chi_{A}$ to indicate the characteristic function of the set $A$, and $\mathbb{1}_{X}$ for the identity transformation on $X$.

Finally, we wish to recall a few definitions/characterizations. First, a measure-preserving transformation $T$ on $X$ is ergodic if and only if for all $f, g \in L^{2}(X)$ (and using the abusive notation of denoting the corresponding Koopman operator by $T$ as well, i.e. $T f=f \circ T$ ),

$$
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=0}^{N-1}\left\langle T^{n} f, g\right\rangle=\langle f, 1\rangle\langle 1, g\rangle .
$$

Further, $T$ is weakly mixing if and only if for all $f, g \in L^{2}(X)$,

$$
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=0}^{N-1}\left|\left\langle T^{n} f, g\right\rangle-\langle f, 1\rangle\langle 1, g\rangle\right|=0
$$

Lastly $T$ is, by definition, strongly mixing if and only if for all $f, g \in L^{2}(X)$,

$$
\lim _{n \rightarrow \infty}\left|\left\langle T^{n} f, g\right\rangle-\langle f, 1\rangle\langle 1, g\rangle\right|=0
$$

We denote the set of measure-preserving transformations on $X$ by $\mathcal{G}(X)$, the set of weakly mixing transformations on $X$ by $\mathcal{W}(X)$, and the set of strongly mixing transformations on $X$ by $\mathcal{S}(X)$.

### 1.1 Halmos and Rokhlin Category Theorems

In this section we will be exploring the proofs of Halmos' and Rokhlin's results, as they are presented in [31]. We give a brief overview of the strategy of Halmos' proof here. First, we define the weak topology on the set of measure-preserving transformations on a given measure space, as well as a metric which induces this topology. Having done that, we will give two results which approximate measure-preserving transformations by other measure-preserving transformations in different ways. We are then able to use those approximation results to show that conjugations of any fixed antiperiodic transformation are dense in the weak topology. With that, we show that the set of weakly mixing transformations form a dense, $G_{\delta}$ set in the weak topology. After, we show that strongly mixing transformations form a first category set in the same topology.

### 1.1.1 Weak Topology

We wish to define a topology on $\mathcal{G}(X)$. The topology, called the weak topology, corresponds to weak convergence, where a sequence $\left\{T_{n}\right\}$ converges weakly to $T$ if and only if for all measurable sets $E, m\left(T_{n} E \triangle T E\right) \rightarrow 0$. We make this explicit by defining a subbasis as follows. Given $T \in \mathcal{G}(X), E \in \mathcal{F}, \varepsilon>0$, define

$$
N_{\varepsilon, E}(T):=\{S \in \mathcal{G}(X) \mid m(T E \triangle S E)<\varepsilon\} .
$$

Then the collection of sets $N_{\varepsilon, E}(T)$ form a subbasis for the weak topology. However, it happens to be superfluous to use all measurable sets $E$ when forming a subbasis for the weak topology.

Definition 1.1. A dyadic interval of rank $k$ in $X$ is an interval of the form

$$
\left(\frac{j}{2^{k}}, \frac{j+1}{2^{k}}\right),
$$

where $0 \leq j \leq 2^{k}-1$. A dyadic set of rank $k$ is a finite union of dyadic intervals of rank at most $k$.

An important and well-known fact is that all Lebesgue-measurable sets can be approximated arbitrarily closely by dyadic sets. Thus we see that for a subbasis of the weak topology, it is sufficient to consider only dyadic sets.

Proposition 1.1. Let $T \in \mathcal{G}(X), D$ be a dyadic set, and $\varepsilon>0$. Then the collection of sets of the form

$$
\tilde{N}_{\varepsilon, D}(T):=\{S \in \mathcal{G}(X) \mid m(T D \triangle S D)<\varepsilon\}
$$

form a subbasis for the weak topology.
Proof. As every dyadic set $D$ is also a measurable set, we need only show that given a set $N_{\varepsilon, E}(T)$, there exists a dyadic set $D$ and a $\delta>0$ such that $\tilde{N}_{\delta, D}(T) \subset N_{\varepsilon, E}(T)$. Let $D$ be a dyadic set such that $D \subset E$ and $m(E \backslash D)<\varepsilon / 4$. Set $\delta:=\varepsilon / 2$. Then given $S \in \tilde{N}_{\delta, D}(T)$, we have

$$
\begin{aligned}
m(T E \triangle S E) & \leq m(T D \triangle S D)+m(T(E \backslash D) \triangle S(E \backslash D)) \\
& <\delta+2 m(E \backslash D)=\varepsilon
\end{aligned}
$$

So $S \in N_{\varepsilon, E}(T)$.
Note that we could have defined the weak topology in terms of the Koopman operators. In this case, we would have that for all measurable sets $E, T_{n} \chi_{E}$ converges in $L^{2}(X)$ to $T \chi_{E}$. Indeed, $\left\|T_{n} \chi_{E}-T \chi_{E}\right\|_{2}=m\left(T_{n} E \triangle T E\right) \rightarrow 0$. But if $T_{n} \chi_{E} \rightarrow T \chi_{E}$ for all measurable sets $E$, then $T_{n} f \rightarrow T f$ for all $f \in L^{2}(X)$. Thus we see that for the Koopman operators, the weak topology coincides with the strong operator topology. Further, since Koopman operators are all unitary, the weak topology also happens to coincide with the weak operator topology.

Our last note about the weak topology is that is indeed metrizable, and a metric is known. Let $\left\{D_{n}\right\}$ be the (in particular countable) collection of dyadic intervals in $X$. Then we can define the distance between two elements of $\mathcal{G}(X)$ by

$$
d(T, S):=\sum_{n} \frac{m\left(T D_{n} \triangle S D_{n}\right)+m\left(T^{-1} D_{n} \triangle S^{-1} D_{n}\right)}{2^{n}}
$$

While this metric can have its uses, in general we will not be utilizing it unless it becomes necessary, as it is rather cumbersome. We do, however, note that the weights $1 / 2^{n}$ are not particularly important. The metric $d$ indicates, more or less, that $T$ and $S$ are "close" if they map all dyadic intervals to similar sets. Thus, we could have defined $d$ by

$$
d(T, S):=\sum_{n} a_{n}\left(m\left(T D_{n} \triangle S D_{n}\right)+m\left(T^{-1} D_{n} \triangle S^{-1} D_{n}\right)\right)
$$

where

$$
\sum_{n} a_{n}<\infty
$$

and we would still have a metric which induces the weak topology.

### 1.1.2 Weak Approximation

We open this section with the following definition.

Definition 1.2. A dyadic permutation of rank $k$ is a measure-preserving transformation on $X$ which maps the dyadic intervals of rank $k$ to each other bijectively, by translation (or more simply, it permutes the dyadic intervals of rank $k$ ). A cyclic dyadic permutation of rank $k$ is a dyadic permutation of rank $k$ which contains a single cycle in its cycle decomposition. Stated differently, $T$ is a cyclic dyadic permutation of rank $k$ if it is a dyadic permutation (of rank $k$ ) such that for all dyadic intervals of rank $k, A, B$, there exists exactly one $n$ with $0 \leq n \leq 2^{n}-1$, such that $T^{n} A=B$.

A perhaps surprising fact which Halmos showed, and which we will show in this section, is that all measure-preserving transformations can be approximated (in the weak topological sense) by cyclic dyadic permutations. In order to show that, we must take a few steps. The first is a purely measure-theoretic result, and is rather technical, but is crucial.

Lemma 1.1. Let $\left\{E_{i}: i=1, \ldots n\right\}$ partition the unit interval, and $r_{i}$ be dyadic rationals such that

$$
\sum_{i=1}^{n} r_{i}=1
$$

and $\left|m\left(E_{i}\right)-r_{i}\right|<\delta$ for some $\delta>0$ and for all $i$. Then there exists $\left\{F_{i}: i=1, \ldots n\right\}$, dyadic sets that partition the unit interval, such that $m\left(F_{i}\right)=r_{i}$ and $m\left(E_{i} \triangle F_{i}\right)<2 \delta$ for all $i$.

Proof. We will construct the partition $\left\{F_{i}\right\}$ in steps. We start by choosing $F_{i}^{\prime \prime}$ merely to be dyadic sets such that for all $i, m\left(E_{i} \triangle F_{i}^{\prime \prime}\right)<\gamma$ for some $\gamma>0$ to be chosen later. We do not require at this time that $m\left(F_{i}^{\prime \prime}\right)=r_{i}$, nor that the $F_{i}^{\prime \prime}$ are pairwise disjoint. Note that

$$
\begin{aligned}
& m\left(E_{i}\right)-m\left(F_{i}^{\prime \prime}\right) \\
= & \left(m\left(E_{i} \backslash F_{i}^{\prime \prime}\right)+m\left(E_{i} \cap F_{i}^{\prime \prime}\right)\right)-\left(m\left(E_{i} \cap F_{i}^{\prime \prime}\right)+m\left(F_{i}^{\prime \prime} \backslash E_{i}\right)\right) \\
= & m\left(E_{i} \backslash F_{i}^{\prime \prime}\right)-m\left(F_{i}^{\prime \prime} \backslash E_{i}\right) .
\end{aligned}
$$

Thus

$$
\begin{aligned}
& \left|m\left(E_{i}\right)-m\left(F_{i}^{\prime \prime}\right)\right|=\left|m\left(E_{i} \backslash F_{i}^{\prime \prime}\right)-m\left(F_{i}^{\prime \prime} \backslash E_{i}\right)\right| \\
\leq & \left|m\left(E_{i} \backslash F_{i}^{\prime \prime}\right)\right|+\left|m\left(F_{i}^{\prime \prime} \backslash E_{i}\right)\right|=m\left(E_{i} \triangle F_{i}^{\prime \prime}\right)<\gamma .
\end{aligned}
$$

Subsequently,

$$
\left|m\left(F_{i}^{\prime \prime}\right)-r_{i}\right| \leq\left|m\left(F_{i}^{\prime \prime}\right)-m\left(E_{i}\right)\right|+\left|m\left(E_{i}\right)-r_{i}\right|<\gamma+\delta .
$$

We will now modify $F_{i}^{\prime \prime}$. First we will make them disjoint. Note that

$$
m\left(\left(E_{i} \cap E_{j}\right) \triangle\left(F_{i}^{\prime \prime} \cap F_{j}^{\prime \prime}\right)\right) \leq m\left(E_{i} \triangle F_{i}^{\prime \prime}\right)+m\left(E_{j} \triangle F_{j}^{\prime \prime}\right)<2 \gamma
$$

However, $\left\{E_{i}\right\}$ form a partition, so for $i \neq j, m\left(F_{i}^{\prime \prime} \cap F_{j}^{\prime \prime}\right)<2 \gamma$. Thus for fixed $i$,

$$
m\left(F_{i}^{\prime \prime} \cap \bigcup_{j \neq i} F_{j}^{\prime \prime}\right) \leq m\left(\bigcup_{j \neq i}\left(F_{i}^{\prime \prime} \cap F_{j}^{\prime \prime}\right)\right) \leq \sum_{j \neq i} m\left(F_{i}^{\prime \prime} \cap F_{j}^{\prime \prime}\right)<2 n \gamma .
$$

Define

$$
F_{i}^{\prime}:=F_{i}^{\prime \prime} \backslash\left(F_{i}^{\prime \prime} \cap \bigcup_{j \neq i} F_{j}^{\prime \prime}\right)
$$

Note that as the intersection of dyadic sets is a dyadic set, $F_{i}^{\prime}$ are dyadic sets. Now clearly

$$
\left|m\left(F_{i}^{\prime}\right)-r_{i}\right| \leq\left|m\left(F_{i}^{\prime}\right)-m\left(F_{i}^{\prime \prime}\right)\right|+\left|m\left(F_{i}^{\prime \prime}\right)-r_{i}\right|<2 n \gamma+\gamma+\delta .
$$

Moreover,

$$
m\left(F_{i}^{\prime} \triangle E_{i}\right) \leq m\left(F_{i}^{\prime} \triangle F_{i}^{\prime \prime}\right)+m\left(F_{i}^{\prime \prime} \triangle E_{i}\right)<2 n \gamma+\gamma
$$

Now $F_{i}^{\prime}$ are disjoint, but their union is not $X$, nor is their measure necessarily $r_{i}$. We will need to make one last modification. First, let

$$
\tilde{F}:=\bigcup_{i}\left(F_{i}^{\prime \prime} \cap \bigcup_{j \neq i} F_{j}^{\prime \prime}\right)
$$

Now for each $i$ such that $m\left(F_{i}^{\prime}\right)>r_{i}$, let $B_{i} \subset F_{i}^{\prime}$ such that $B_{i}$ is a dyadic set and $m\left(F_{i}^{\prime}\right)-m\left(B_{i}\right)=r_{i}$, and define $F_{i}:=F_{i}^{\prime} \backslash B_{i}$. Further, let $F$ be the union of $\tilde{F}$ and all $B_{i}$ chosen up to this point. Then for $F_{i}^{\prime}$ with $m\left(F_{i}^{\prime}\right)<r_{i}$, let $B_{i}$ be a dyadic subset of $F$ such that $m\left(F_{i}^{\prime}\right)+m\left(B_{i}\right)=r_{i}$ (and once a set $B_{i}$ has been chosen, discard it from $F$ ). For these $i$, define $F_{i}:=F_{i}^{\prime} \cup B_{i}$. Clearly for all $i, m\left(F_{i}\right)=r_{i}$. Further,

$$
m\left(E_{i} \triangle F_{i}\right) \leq m\left(E_{i} \triangle F_{i}^{\prime}\right)+m\left(F_{i}^{\prime} \triangle F_{i}\right)<2 n \gamma+\gamma+2 n \gamma+\gamma+\delta
$$

Thus if we had chosen $\gamma$ so that $(4 n+2) \gamma<\delta$, then $m\left(E_{i} \triangle F_{i}\right)<2 \delta$.
Remark 1.1. The fact that we were using dyadic sets for Lemma 1.1 was not particularly important for the proof. Only certain properties of the class $\mathcal{B}$ of dyadic sets are important. Namely, $\mathcal{B}$ is an algebra, all Lebesgue-measurable sets can be approximated arbitrarily closely by elements of $\mathcal{B}$, and the measure of every element of $\mathcal{B}$ is a dyadic rational. Most importantly, if $B \in \mathcal{B}$ and $0<r \leq m(B)$, there exists $B_{0} \subset B$ such that $B_{0} \in \mathcal{B}$ and $m\left(B_{0}\right)=r$. Any collection with these properties will also be satisfactory for Lemma 1.1. For example, if $T \in \mathcal{G}(X)$, then $T \mathcal{B}$ is such a class.

Theorem 1.1. Dyadic permutations are dense in the weak topology on $\mathcal{G}(X)$.
Proof. Let $T \in \mathcal{G}(X), \varepsilon>0$ and let

$$
N_{\varepsilon}(T):=\left\{S \in \mathcal{G}(X) \mid m\left(T D_{i} \triangle S D_{i}\right)<\varepsilon, i=1, \ldots, N\right\}
$$

be a dyadic neighborhood of $T$. Without loss of generality, $N=2^{k}$ for some $k$, and $D_{i}$ are all (distinct) dyadic intervals of rank $k$. This can be done because all basic dyadic neighborhoods of $T$ contain a neighborhood of this form. To see this, take any basic
dyadic neighborhood (with $\delta$ in place of $\varepsilon$ ), and let $k$ be common rank of all the dyadic sets in the definition of the neighborhood. Then letting $\varepsilon=\delta / 2^{k}$, we see $N_{\varepsilon}(T)$, with $N=2^{k}$, is contained in this neighborhood.

Consider $\left\{D_{i} \cap T D_{j} \mid 1 \leq i, j \leq N\right\}$. As $T$ is invertible, this is a partition of $X$. Set $D_{i j}:=D_{i} \cap T D_{j}$. Applying Lemma 1.1, we find a partition of $X$ into dyadic sets $\left\{E_{i j}\right\}$ such that $m\left(D_{i j} \triangle E_{i j}\right)<\varepsilon / 2^{k+1}$. We then apply Lemma 1.1 again (this time in light of Remark 1.1) to find a partition of $X$ into dyadic sets $\left\{F_{i j}\right\}$ such that $m\left(D_{i j} \triangle T F_{i j}\right)<$ $\varepsilon / 2^{k+1}$. When applying Lemma 1.1 the second time, we take the same dyadic rationals $r_{i j}$ that we do in the first application of the lemma, so that $m\left(E_{i j}\right)=m\left(F_{i j}\right)$.

Now let $Q$ be a dyadic permutation which maps $F_{i j} \mapsto E_{i j}$ for all $i, j$. Fix $j$. Observe that

$$
\begin{aligned}
& m\left(D_{j} \triangle \bigcup_{i} F_{i j}\right) \\
= & m\left(\bigcup_{i} T^{-1} D_{i j} \triangle \bigcup_{i} F_{i j}\right) \\
\leq & \sum_{i} m\left(T^{-1} D_{i j} \triangle F_{i j}\right)<\frac{\varepsilon}{2} .
\end{aligned}
$$

Subsequently,

$$
m\left(Q D_{j} \triangle \bigcup_{i} E_{i j}\right)<\frac{\varepsilon}{2}
$$

On the other hand,

$$
\begin{aligned}
& m\left(T D_{j} \triangle \bigcup_{i} E_{i j}\right)=m\left(\bigcup_{i} D_{i j} \triangle \bigcup_{i} E_{i j}\right) \\
\leq & \sum_{i} m\left(D_{i j} \triangle E_{i j}\right)<\frac{\varepsilon}{2} .
\end{aligned}
$$

Thus,

$$
m\left(Q D_{j} \triangle T D_{j}\right) \leq m\left(Q D_{j} \triangle \bigcup_{i} E_{i j}\right)+m\left(T D_{j} \triangle \bigcup_{i} E_{i j}\right)<\varepsilon
$$

As this holds for all $j, Q \in N_{\varepsilon}(T)$.

Finally, we come to the promised result.
Theorem 1.2. Let $T \in \mathcal{G}(X), \varepsilon>0$ and $N_{\varepsilon}(T)$ be a basic dyadic neighborhood of $T$. Then for all $n \in \mathbb{N}$, there exists $Q \in N_{\varepsilon}(T)$, a cyclic dyadic permutation of rank $k \geq n$.

Proof. By Theorem 1.1, we can assume that $T$ is itself a dyadic permutation (we will therefore use $P$ instead of $T$ from here). Let $n$ be fixed, and let $N$ be the number of disjoint cycles in $P$, and let $k_{0}$ be a common rank for all sets $P D_{i}$, where $D_{i}$ are the sets
that define $N_{\varepsilon}(P)$. Note that $P$ can be seen as a dyadic permutation of rank $k_{0}$. Choose $k \geq \max \left\{n, k_{0}\right\}$ such that $N / 2^{k-1}<\varepsilon$.

We will construct $Q$, a cyclic dyadic permutation of rank $k$. To do this, we begin by choosing $E_{1}$ to be any dyadic interval of rank $k_{0}$ (which we will henceforth refer to as $k_{0}$-interval). Now, if $P E_{1} \neq E_{1}$, we define $Q$ to map the "first" $k$-interval of $E_{1}$ (by first, we mean the left most $k$-interval within $E_{1}$ ) to the first $k$-interval of $P E_{1}$. Then if $P^{2} E_{1} \neq E_{1}$, we define $Q$ to map the first $k$-interval of $P E_{1}$ to the first $k$-interval of $P^{2} E_{1}$.

Eventually we will reach a point where $P^{j_{1}} E_{1}=E_{1}$. When this happens, we map the first $k$-interval of $P^{j_{1}-1} E_{1}$ to the second $k$-interval of $E_{1}$. We repeat the previous process, replacing "first" with "second", and then third, and so forth. Eventually, we will reach the "last" (rightmost) $k$-interval of $P^{j_{1}-1} E_{1}$. At this point, we choose $E_{2}$, a $k_{0}$-interval which is not in the same $P$-cycle as $E_{1}$, and we define $Q$ to map the last $k$-interval of $P^{j_{1}-1} E_{1}$ to the first $k$-interval of $E_{2}$. We then repeat this entire process until we have exhausted all independent cycles of $P$. When we have reached the last $k$-interval of $P^{j_{N}-1} E_{N}$, we define $Q$ to map it back to the first $k$-interval of $E_{1}$ to close the cycle.

Let $F_{l}, 1 \leq l \leq N$ be the last $k$-interval in $P^{j_{l}-1} E_{l}$ and fix $i$. Observe that

$$
\begin{aligned}
& m\left(P D_{i} \triangle Q D_{i}\right) \\
\leq & m\left(\bigcup_{l}\left(P F_{l} \triangle Q D_{l}\right)\right) \\
\leq & \sum_{l} m\left(P F_{l} \triangle Q F_{l}\right) \leq \frac{2 N}{2^{k}}<\varepsilon
\end{aligned}
$$

Thus $Q \in N_{\varepsilon}(P)$.

### 1.1.3 Uniform Topology and Uniform Approximation

While it is the topology of our primary interest, the weak topology is not the only natural topology on $\mathcal{G}(X)$. There is another topology, which we call the uniform topology. Of particular interest to us are two metrics which induce the uniform topology. First we have

$$
\tilde{d}(T, S):=\sup _{E \in \mathcal{B}} m(T E \triangle S E) .
$$

On the other hand, we also have

$$
d^{\prime}(T, S):=m\{x \in X: S x \neq T x\} .
$$

Our first goal for this section is showing that $\tilde{d}$ and $d^{\prime}$ induce the same metrics. First we prove an auxiliary result for later usage.
Proposition 1.2. The metrics $\tilde{d}, d^{\prime}$ are invariant under group operations in $\mathcal{G}(X)$. That is, given $R, S, T \in \mathcal{G}(X)$,

$$
\begin{array}{r}
\tilde{d}(S, T)=\tilde{d}(R S, R T)=\tilde{d}(S R, T R)=\tilde{d}\left(S^{-1}, T^{-1}\right) \\
d^{\prime}(S, T)=d^{\prime}(R S, R T)=d^{\prime}(S R, T R)=d^{\prime}\left(S^{-1}, T^{-1}\right)
\end{array}
$$

Proof. First for $\tilde{d}$, we have that

$$
\begin{aligned}
\tilde{d}(S R, T R) & =\sup _{E} m(S(R E) \triangle T(R E)) \\
& =\sup _{R E} m(S E \triangle T E) \\
& =\sup _{E} m(S E \triangle T E)=\tilde{d}(S, T) .
\end{aligned}
$$

On the other hand, as $m(R A \triangle R B)=m(R(A \triangle B))=m(A \triangle B)$ for all $A, B, \tilde{d}(S, T)=$ $\tilde{d}(R S, R T)$.

Finally, we have

$$
\tilde{d}\left(S^{-1}, T^{-1}\right)=\tilde{d}\left(\mathbb{1}_{X}, T^{-1} S\right)=\tilde{d}(T, S)=\tilde{d}(S, T)
$$

For $d^{\prime}$, first note that $S x \neq T x$ if and only if $R S x \neq R T x$, so $d^{\prime}(S, T)=d^{\prime}(R S, R T)$. To show $d^{\prime}\left(S^{-1}, T^{-1}\right)=d^{\prime}(S, T)$, we show that

$$
S\{x \mid S x \neq T x\}=\left\{x \mid S^{-1} x \neq T^{-1} x\right\}
$$

Denote $A:=\{x \mid S x \neq T x\}$ and $B:=\left\{x \mid S^{-1} x \neq T^{-1} x\right\}$. Let $z \in A$, and define $y:=S z$. Suppose $y \notin B$, i.e. $S^{-1} y=T^{-1} y$. Then

$$
T z=T S^{-1} y=T T^{-1} y=y=S z
$$

which contradicts $z \in A$. So $y \in B$. On the other hand if we have $y \in B$ and define $z:=S^{-1} y$. Suppose $z \notin A$. Then

$$
T^{-1} y=T^{-1} S z=T^{-1} T z=z=S^{-1} y
$$

which contradicts $y \in B$. So $z \in A$.
Lastly, we have

$$
d^{\prime}(S R, T R)=d^{\prime}\left(R^{-1} S^{-1}, R^{-1} T^{-1}\right)=d^{\prime}\left(S^{-1}, T^{-1}\right)=d^{\prime}(S, T)
$$

To prove that $\tilde{d}, d^{\prime}$ induce the same topology, we need two lemmas. First, recall that $T$ is periodic of period $n$ if $T^{n}=\mathbb{1}_{X}$. Further recall that $T$ is antiperiodic if

$$
m\left(\bigcup_{n=1}^{\infty}\left\{x \mid T^{n} x=x\right\}\right)=0
$$

Lemma 1.2. Let $T$ be periodic of period $n$. Then there exists a measurable set $E$ such that $m(E)=1 / n$ and $E, T E, \ldots, T^{n-1} E$ are pairwise disjoint.

Proof. If $n=1$ there's nothing to prove, as we can take $X=E$. If $n>1$ then there exists a set $E_{1}$ such that $m\left(E_{1} \triangle T E_{1}\right)>0$. Else, it follows that $T$ is periodic of period 1. Now, we claim that $m\left(E_{1} \backslash T E_{1}\right)>0$. Indeed, if $m\left(E_{1} \backslash T E_{1}\right)=0$, then as $m\left(E_{1} \backslash T E_{1}\right)=$
$m\left(E_{1}\right)-m\left(E_{1} \cap T E_{1}\right)$, we have that $m\left(E_{1}\right)=m\left(E_{1} \cap T E_{1}\right)$. On the other hand, $m\left(T E_{1} \backslash E_{1}\right)=m\left(T E_{1}\right)-m\left(E_{1} \cap T E_{1}\right)$, and as $m\left(E_{1}\right)=m\left(T E_{1}\right), m\left(T E_{1} \backslash E_{1}\right)=0$. Since $m\left(E_{1} \triangle T E_{1}\right)=m\left(E_{1} \backslash T E_{1}\right)+m\left(T E_{1} \backslash E_{1}\right)=0$, a contradiction.

Now let $F_{1}:=E_{1} \backslash T E_{1}$. Clearly $F_{1}, T F_{1}$ are disjoint. If $n=2$ we stop. Else, we find a set $E_{2} \subset F_{1}$ such that $m\left(E_{2} \triangle T^{2} E_{2}\right)>0$. This is again possible as else $T^{2} E_{2}=E_{2}$. Again we have $m\left(E_{2} \backslash T^{2} E_{2}\right)>0$, so we let $F_{2}:=E_{2} \backslash T^{2} E_{2}$. We claim $F_{2}, T F_{2}, T^{2} F_{2}$ are pairwise disjoint. $F_{2}, T F_{2}$ follows as $F_{2} \subset F_{1}, F_{2}, T^{2} F_{2}$ follows from definition of $F_{2}$. so suppose $T F_{2}, T^{2} F_{2}$ is nonempty. If $x \in T F_{2} \cap T^{2} F_{2}$, then $x \in T E_{2} \cap T^{2} E_{2}$, or $T^{-1} x \in E_{2} \cap T E_{2}$. But this is impossible as $E_{2} \cap T E_{2}$ is empty.

We proceed inductively, repeating this process $n-1$ times. Let $E^{1}:=F_{n-1}$. Now if $m\left(E^{1}\right)=1 / n$, let $E:=E^{1}$. In general, we may need to repeat the process on the complement of $\bigcup_{i=0}^{n-1} T^{i} E^{1}$, and indeed we may need to proceed transfinitely. The process must end at a countable ordinal $\beta$ as a disjoint collection of sets of positive measure must be countable. Letting

$$
E:=\bigcup_{\alpha \leq \beta} E^{\alpha}
$$

will necessarily have that $m(E)=1 / n$.
The other lemma we need is classical and very well-known, so we will merely state it without proof.

Lemma 1.3 (Rokhlin's Lemma). Let $T$ be antiperiodic. Then for all $n \in \mathbb{N}$ and $\varepsilon>0$ there exists a measurable set $E$ such that $E, T E, \ldots, T^{n-1} E$ are pairwise disjoint and

$$
m\left(\bigcup_{i=0}^{n-1} T^{i} E\right)>1-\varepsilon .
$$

We do make two notes. First, while Rokhlin's Lemma is usually stated for ergodic $T$ instead of antiperiodic $T$, the most general case presented here does hold. Note that it is this formulation which appears in [31]. Second, the collection $\left\{E, T E, \ldots, T^{n-1} E\right\}$ are known as a Rokhlin Tower of height $n$ (corresponding to $\varepsilon$ ), and the set $E$ in particular is called the base of the tower.

With this, we can show that the metrics $\tilde{d}, d^{\prime}$ induce the same topology.
Proposition 1.3. For all $S, T \in \mathcal{G}(X)$,

$$
\frac{2}{3} d^{\prime}(S, T) \leq \tilde{d}(S, T) \leq d^{\prime}(S, T)
$$

Remark. As we will not be too interested in using the uniform topology itself, we will only present the proof that $\tilde{d}(S, T) \leq d^{\prime}(S, T)$, though both are necessary to show $\tilde{d}, d^{\prime}$ induce the same topology.

Proof. As $\tilde{d}, d^{\prime}$ are both invariant under left and right multiplication, we need only show that for any $T \in \mathcal{G}(X), \tilde{d}\left(\mathbb{1}_{X}, T\right) \leq d^{\prime}\left(\mathbb{1}_{X}, T\right)$, because then for any $S, T \in \mathcal{G}(X)$ we have

$$
\tilde{d}(S, T)=\tilde{d}\left(\mathbb{1}_{X}, S^{-1} T\right) \leq d^{\prime}\left(\mathbb{1}_{X}, S^{-1} T\right)=d^{\prime}(S, T)
$$

Let $F:=\{x \mid T x \neq x\}$. Note $d^{\prime}\left(\mathbb{1}_{X}, T\right)=m(F)$ Clearly $X \backslash F$ is $T$-invariant (indeed, so is every subset of $X \backslash F$ ) and thus $F$ is also $T$-invariant. Let $E$ be any arbitrary measurable set. Then

$$
\begin{aligned}
m(E \triangle T E) & \leq m((E \cap F) \triangle(T E \cap F))+m((E \backslash F) \triangle(T E \backslash F)) \\
& =m((E \cap F) \triangle(T E \cap F))=m((E \triangle T E) \cap F) \leq m(F)
\end{aligned}
$$

Thus

$$
\tilde{d}\left(\mathbb{1}_{X}, T\right)=\sup _{E} m(E \triangle T E) \leq m(F)=d^{\prime}\left(\mathbb{1}_{X}, T\right)
$$

Our second and final goal of this section is to show, more or less, that periodic transformations are dense in the uniform topology. First, we need one more lemma.

Lemma 1.4. Let $E, F$ be measurable sets with $m(E)=m(F)$. Then there exists $T \in$ $\mathcal{G}(X)$ such that $m(T E \triangle F)=0$.

Proof. Let $S \in \mathcal{G}(X)$ be any ergodic transformation. Then there exists an $n_{0} \in \mathbb{N}$ such that $m\left(E \cap S^{-n_{0}} F\right)>0$ For $x \in E \cap S^{-n_{0}} F$, define $T x:=S^{n} x$. Now if $m\left(E \backslash S^{-n_{0}} F\right)=$ 0 , we're done. If not, then there exists $n_{1} \in \mathbb{N}$ such that $m\left(\left(E \backslash S^{-n_{0}} F\right) \cap S^{-n_{1}}\left(F \backslash S^{n_{0}} E\right)\right)$. Then for $x \in\left(E \backslash S^{-n_{0}} F\right) \cap S^{-n_{1}}\left(F \backslash S^{n_{0}} E\right)$, define $T x:=S^{n_{1}} x$. Proceed inductively, possibly transfinitely. Eventually we will reach an ordinal where the process terminates. Afterwards, we apply the same process to $X \backslash E$ and $X \backslash F$ in order to define $T$ on all of $X$. Note that since $S \in \mathcal{G}(X), T$ will also be invertible.

Theorem 1.3 (Uniform Approximation Theorem). Let $T \in \mathcal{G}(X)$ be antiperiodic. Then for all $n \in \mathbb{N}$ and $\varepsilon>0$, there exists $R \in \mathcal{G}(X)$ which is periodic of period $n$ such that

$$
d^{\prime}(R, T) \leq \frac{1}{n}+\varepsilon
$$

Proof. Let $E$ be the base of a Rokhlin tower of height $n$, corresponding to $\varepsilon$. Note that $m(E) \leq 1 / n$. Now if $x \in T^{i} E$ for $0 \leq i \leq n-2$, let $R x:=T x$. For $x \in T^{n-1} x$, define $R x:=T^{n-1} x$. Clearly if $x$ is in the Rokhlin tower, then $x$ is a point with period $n$ under $R$, no matter how $R$ is defined on the complement of the tower. Thus no matter how we define $R$ on the complement of the tower (so long as it remains invertible), we have

$$
d^{\prime}(R, T) \leq m\left(T^{n-1} E\right)+\varepsilon=m(E)+\varepsilon \leq \frac{1}{n}+\varepsilon
$$

### 1.1.4 Category Theorems

We return to the weak topology now to show that the sets of weakly and strongly mixing transformations are indeed different sets. In fact, we show that $\mathcal{W}(X)$ is much larger than $\mathcal{S}(X)$. We begin by showing $\mathcal{W}(X)$ is a dense, $G_{\delta}$ set in the weak topology. To that end, we will need a crucial lemma which, while now well-known, was quite surprising in its time.

Lemma 1.5 (Conjugacy Lemma). Let $T_{0} \in \mathcal{G}(X)$ be antiperiodic. Then the set

$$
\left\{S^{-1} T_{0} S \mid S \in \mathcal{G}(X)\right\}
$$

is dense in the weak topology.
Proof. Let $T \in \mathcal{G}(X)$, and let $N_{\varepsilon}(T)$ be a dyadic basic neighborhood of $T$ (let $D_{1}, \ldots, D_{k}$ be the dyadic sets which define $N_{\varepsilon}(T)$ ). Now consider $N_{\varepsilon / 2}(T)$, which is the dyadic neighborhood of $T$ which is defined by the same $D_{i}$, but with $\varepsilon / 2$ instead of $\varepsilon$. By the Weak Approximation Theorem (Theorem 1.2,) there exists $Q \in N_{\varepsilon / 2}(T)$ which is a cyclic dyadic permutation of rank $k$, where $k$ is greater than the ranks of all the $D_{i}$ and

$$
\frac{1}{2^{k-1}}<\frac{\varepsilon}{2}
$$

Now by the Uniform Approximation Theorem (Theorem 1.3), with $2^{k}$ and $1 / 2^{k}$ in place of $n$ and $\varepsilon$ respectively, there exists $R \in \mathcal{G}(X)$ which is periodic of period $2^{k}$ such that

$$
d^{\prime}\left(R, T_{0}\right) \leq \frac{1}{2^{k}}+\frac{1}{2^{k}}=\frac{1}{2^{k-1}}<\frac{\varepsilon}{2}
$$

We wish to construct $S$ so that $Q=S^{-1} R S$. To this end, let $q:=2^{k}$ and let $E_{0}, E_{1}, \ldots, E_{q-1}$ be the dyadic intervals of rank $k$, labeled so that $Q E_{i}=E_{i+1}, i \bmod q$. Further, by Lemma 1.2, there exists a set $F$ of measure $1 / q$ such that $F, R F, \ldots, R^{q-1} F$ are pairwise disjoint. For the sake of notational convenience, define $F_{i}:=R^{i} F$. Now define $S$ so that $S E_{0}=F_{0}$. Then for $x \in E_{i}$, define $S x:=R^{i} S Q^{-i} x$. This can be summarized by the following diagram:


Commutativity of the diagram shows that $Q=S^{-1} R S$.
We are nearly done. We have

$$
d^{\prime}\left(Q, S^{-1} T_{0} S\right)=d^{\prime}\left(S^{-1} R S, S^{-1} T_{0} S\right)=d^{\prime}\left(R, T_{0}\right)<\frac{\varepsilon}{2}
$$

Thus for any $D_{i}$ we have

$$
\begin{aligned}
m\left(T D_{i} \triangle S^{-1} T_{0} S D_{i}\right) & \leq m\left(T D_{i} \triangle Q D_{i}\right)+m\left(Q D_{i} \triangle S^{-1} T_{0} S D_{i}\right) \\
& \leq \frac{\varepsilon}{2}+\tilde{d}\left(Q, S^{-1} T_{0} S\right) .
\end{aligned}
$$

But $\tilde{d} \leq d^{\prime}$, so

$$
m\left(T D_{i} \triangle S^{-1} T_{0} S D_{i}\right) \leq \frac{\varepsilon}{2}+d^{\prime}\left(Q, S^{-1} T_{0} S\right)<\frac{\varepsilon}{2}+\frac{\varepsilon}{2}=\varepsilon .
$$

Lemma 1.5 is incredibly useful because it says, in essence, that for any property which is isomorphism invariant (and is not mutually exclusive with antiperiodic transformations), the set of transformations with that property is dense in $\mathcal{G}(X)$. Indeed, if we have $S, T \in \mathcal{G}(X)$ and we define $R:=S^{-1} T S$, then $S R=T S$. As $S$ is measure-preserving, $S$ is an isomorphism between $(X, m, T)$ and $(X, m, R)$. This becomes useful in proving results akin to our next theorem (Theorem 1.4). First, however, we need the following lemma, which is a well-known characterization of weakly mixing transformations.

Lemma 1.6. Let $T \in \mathcal{G}(X)$. Then $T \in \mathcal{W}(X)$ if and only if there exists a subsequence $\left(n_{k}\right)$ such that for all $f, g \in L^{2}(X)$,

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left|\left\langle T^{n_{k}} f, g\right\rangle-\langle f, 1\rangle\langle 1, g\rangle\right|=0 . \tag{1.1}
\end{equation*}
$$

Proof. Suppose $T \in \mathcal{W}(X)$, let $\left(f_{i}\right)_{i=1}^{\infty}$ be a dense subset of $L^{2}(X)$, and let $l \mapsto\left(f_{i}, f_{j}\right), 1 \leq$ $l<\infty$ order the set $\left\{\left(f_{i}, f_{j}\right) \mid i, j \in \mathbb{N}\right\}$ arbitrarily. By the Koopman-von Neumann lemma (see, e.g., [17, p.54]), for each $l$ there exists a subsequence $n_{m}^{\prime l}$ of upper asymptotic density 1 such that

$$
\lim _{k \rightarrow \infty}\left|\left\langle T^{n_{m}^{\prime \prime}} f_{i}, f_{j}\right\rangle-\left\langle f_{i}, 1\right\rangle\left\langle 1, f_{j}\right\rangle\right|=0
$$

Stated differently, for the pair $f_{i}, f_{j}$ corresponding to $l$, we have the desired convergence along the dense subsequence $\left(n_{m}^{\prime l}\right)$. We now define a new density 1 subsequence for each $l$ inductively. Let $\left(n_{m}^{1}\right):=\left(n_{m}^{\prime 1}\right)$, and for $l>1$, define $\left(n_{m}^{l}\right)$ to be a common density 1 subsequence of $\left(n_{m}^{l-1}\right)$ and $\left(n_{m}^{\prime l}\right)$. Now define $n_{k}$ be a diagonal sequence obtained from $\left(n_{m}^{l}\right)$, i.e., $n_{k}:=n_{k}^{k}$. We now show that for all $f_{i}, f_{j}$, (1.1) holds along $\left(n_{k}\right)$. Indeed, fix $\varepsilon>0, i, j \in \mathbb{N}$ and let $l$ correspond to $i, j$. There exists $N$ such that for $m \geq N$,

$$
\left|\left\langle T^{n_{m}^{l}} f_{i}, f_{j}\right\rangle-\left\langle f_{i}, 1\right\rangle\left\langle 1, f_{j}\right\rangle\right|<\varepsilon .
$$

Now let $K:=\max \{l, N\}$. Now for $k \geq K$, there exists $m_{0}$ such that $n_{k}=n_{m_{0}}^{l}$ and $m_{0} \geq N$. Therefore, for $k \geq K$,

$$
\left|\left\langle T^{n_{k}} f_{i}, f_{j}\right\rangle-\left\langle f_{i}, 1\right\rangle\left\langle 1, f_{j}\right\rangle\right|<\varepsilon .
$$

To see $n_{k}$ satisfies (1.1) for all $h, g \in L^{2}(X)$, let $h_{j} \rightarrow h, g_{j} \rightarrow g$, with $h_{j}, g_{j} \in\left(f_{i}\right)$ for all $j$ (without loss of generality, $h_{j}, g_{j}, h, g$ all have norm 1), and let $\varepsilon>0$. Then

$$
\begin{aligned}
\left|\left\langle T^{n_{k}} h, g\right\rangle-\langle h, 1\rangle\langle 1, g\rangle\right| & \leq\left|\left\langle T^{n_{k}} h, g\right\rangle-\left\langle T^{n_{k}} h_{j}, g\right\rangle\right| \\
& +\left|\left\langle T^{n_{k}} h_{j}, g\right\rangle-\left\langle T^{n_{k}} h_{j}, g_{j}\right\rangle\right| \\
& +\left|\left\langle T^{n_{k}} h_{j}, g_{j}\right\rangle-\left\langle h_{j}, 1\right\rangle\left\langle 1, g_{j}\right\rangle\right| \\
& +\left|\left\langle h_{j}, 1\right\rangle\left\langle 1, g_{j}\right\rangle-\left\langle h_{j}, 1\right\rangle\langle 1, g\rangle\right| \\
& +\left|\left\langle h_{j}, 1\right\rangle\langle 1, g\rangle-\langle h, 1\rangle\langle 1, g\rangle\right| .
\end{aligned}
$$

For the third line, we can find a $K$ such that for $k \geq K$ (and uniformly in $j$ ),

$$
\left|\left\langle T^{n_{k}} h_{j}, g_{j}\right\rangle-\left\langle h_{j}, 1\right\rangle\left\langle 1, g_{j}\right\rangle\right|<\varepsilon / 5 .
$$

For the other four lines we have, for example from the last line, from the Cauchy-Schwarz Inequality and by the fact that $\|g\|=1$, that

$$
\left|\left\langle h_{j}, 1\right\rangle\langle 1, g\rangle-\langle h, 1\rangle\langle 1, g\rangle\right|=\left|\left\langle h_{j}-h, 1\right\rangle\langle 1, g\rangle\right| \leq\left\|h_{j}-h\right\| .
$$

And as $h_{j} \rightarrow h$ in $L^{2}(X)$, there exists $J_{1}$ such that for $j \geq J_{1}$,

$$
\left|\left\langle h_{j}, 1\right\rangle\langle 1, g\rangle-\langle h, 1\rangle\langle 1, g\rangle\right|<\frac{\varepsilon}{5} .
$$

We can similarly find such $J_{i}$ for the other 3 lines, and thus for $k \geq K$, we get

$$
\left|\left\langle T^{n_{k}} h, g\right\rangle-\langle h, 1\rangle\langle 1, g\rangle\right|<\varepsilon .
$$

To prove the converse, suppose $T \notin \mathcal{W}(X)$. Then there exists $\lambda \neq 1$ and $f \in L^{2}(X)$ ( $f$ not constant, and without loss of generality, $\|f\|=1$ ) such that $T f=\lambda f$. Note that $\langle f, 1\rangle=0$ as $f, 1$ are eigenvalues of different eigenfunctions. Then for all $n$,

$$
\left|\left\langle T^{n} f, f\right\rangle-\langle f, 1\rangle\langle 1, f\rangle\right|=\left|\lambda^{n}\langle f, f\rangle\right|=1
$$

Thus for the pair $f, f$ and any subsequence $\left(n_{k}\right)$,

$$
\lim _{k \rightarrow \infty}\left|\left\langle T^{n_{k}} f, g\right\rangle-\langle f, 1\rangle\langle 1, g\rangle\right|=1 \neq 0 .
$$

Theorem 1.4. The set $\mathcal{W}(X)$ is a dense, $G_{\delta}$ set in the weak topology on $\mathcal{G}(X)$.
Proof. Let $T \in \mathcal{W}(X)$ and $S \in \mathcal{G}(X)$. Further, by Lemma 1.6, there exists a subsequence $\left(n_{k}\right)$ such that for all $f, g \in L^{2}(X)$,

$$
\lim _{k \rightarrow \infty}\left|\left\langle T^{n_{k}} h, g\right\rangle-\langle h, 1\rangle\langle 1, g\rangle\right|=0 .
$$

Let $\varepsilon>0$. Then

$$
\begin{aligned}
& \left|\left\langle\left(S^{-1} T S\right)^{n_{k}} f, g\right\rangle-\langle f, 1\rangle\langle 1, g\rangle\right| \\
= & \left|\left\langle S^{-1} T^{n_{k}} S f, g\right\rangle-\langle f, 1\rangle\langle 1, g\rangle\right| \\
= & \left|\left\langle T^{n_{k}} S f, S g\right\rangle-\langle S f, 1\rangle\langle 1, S g\rangle\right|,
\end{aligned}
$$

with the last line holding because $S$ is unitary, and $S 1=1$. Thus for appropriate $K$ we have that for $k \geq K$

$$
\left|\left\langle\left(S^{-1} T S\right)^{n_{k}} f, g\right\rangle-\langle f, 1\rangle\langle 1, g\rangle\right|<\varepsilon .
$$

Thus $\left\{S^{-1} T S \mid S \in \mathcal{G}(X)\right\} \subset \mathcal{W}(X)$. So by Lemma 1.5, $\mathcal{W}(X)$ is dense in $\mathcal{G}(X)$.
To show $\mathcal{W}(X)$ is $G_{\delta}$, consider the sets

$$
A_{i, j, k, n}:=\left\{T \in \mathcal{G}(X)| |\left\langle T^{n} f_{i}, f_{j}\right\rangle-\left\langle f_{i}, 1\right\rangle\left\langle 1, f_{j}\right\rangle \left\lvert\,<\frac{1}{k}\right.\right\} .
$$

We see that from Lemma 1.6,

$$
\mathcal{W}(X)=\bigcup_{n} \bigcap_{i, j, k} A_{i, j, k, n}
$$

As $A_{i, j, k, n}$ is open in the weak operator topology (and thus the weak topology on $\mathcal{G}(X)$ ), $\mathcal{W}(X)$ is $G_{\delta}$.

Having finally shown that weakly mixing transformations are generic, we turn our attention to strongly mixing transformations. By comparison, this is a much more simple task.

Theorem 1.5. The set $\mathcal{S}(X)$ is a first category set in the weak topology on $\mathcal{G}(X)$.
Proof. Let $P_{k}^{\prime}:=\left\{T \in \mathcal{G}(X) \mid T^{k}=\mathbb{1}_{X}\right\}$ and note that for all $n$,

$$
P_{n}:=\bigcup_{k>n} P_{k}^{\prime}
$$

is dense in $\mathcal{G}(X)$. This holds because dyadic permutations (of sufficiently large ranks) are always contained in $P_{n}$ and by Theorem 1.1, dyadic permutations are dense in $\mathcal{G}(X)$.

Now let $A:=[0,1 / 2] \subset X$ and define new sets

$$
M_{k}^{\prime}:=\left\{T \in \mathcal{G}(X)| |\left\langle T^{k} \chi_{A}, \chi_{A}\right\rangle-\left\langle\chi_{A}, 1\right\rangle\left\langle 1, \chi_{A}\right\rangle \left\lvert\, \leq \frac{1}{5}\right.\right\} .
$$

Further define

$$
M_{n}:=\bigcap_{k>n} M_{k}^{\prime}
$$

and

$$
\bigcup_{n=1}^{\infty} M_{n}
$$

We immediately see that $\mathcal{S}(X) \subset M$. Indeed, if $T \in \mathcal{S}(X)$, given $\varepsilon>0$ and $f, g \in L^{2}(X)$ there exists $N$ such for $n>N$,

$$
\left|\left\langle T^{n} f, g\right\rangle-\langle f, 1\rangle\langle 1, g\rangle\right|<\varepsilon,
$$

so in particular it must hold for $f=g=\chi_{A}$ and $\varepsilon=1 / 5$. Thus, to show $\mathcal{S}(X)$ is of first category, it is sufficient to show $M$ is of first category. It is therefore sufficient to show that $M_{n}$ is nowhere dense for all $n$. Thus it is even further sufficient to show

$$
M_{n}^{c}=\bigcup_{k>n}\left(M_{k}^{\prime}\right)^{c}
$$

is dense for all $n$, as $M_{n}$ is closed for all $n$. Finally, it is thus sufficient to show that $P_{k}^{\prime} \subset\left(M_{k}^{\prime}\right)^{c}$ because, as we previously noted, $P_{n}$ is dense for all $n$ and if $P_{k}^{\prime} \subset\left(M_{k}^{\prime}\right)^{c}$, then $P_{n} \subset M_{n}^{c}$ for all $n$. So let $T \in P_{k}^{\prime}$. Then

$$
\left|\left\langle T^{k} \chi_{A}, \chi_{A}\right\rangle-\left\langle\chi_{A}, 1\right\rangle\left\langle 1, \chi_{A}\right\rangle\right|=\left|\left\langle\chi_{A}, \chi_{A}\right\rangle-\frac{1}{4}\right|=\left|\frac{1}{2}-\frac{1}{4}\right|>\frac{1}{5}
$$

So $T \in\left(M_{k}^{\prime}\right)^{c}$

### 1.2 Examples of Weakly But Not Strongly Mixing Transformations

As Theorems 1.4 and 1.5 show that $\mathcal{W}(X)$ is much larger than $\mathcal{S}(X)$, one might expect that it would be easy to find $T \in \mathcal{W}(X) \backslash \mathcal{S}(X)$. However, this proved to be quite the challenge. In fact, an example wasn't found until 1969 - two decades after Rokhlin proved Theorem 1.5 in [44] - that Chacon constructed an example in [10]. Chacon's method for constructing this transformation is known as cutting-and-stacking. Before we describe the method, we give a definition.
Definition 1.3. An ordered set of (up to endpoints) disjoint subintervals $\mathcal{C}=\left\{I_{1}, \ldots, I_{N}\right\}$ of $[0,1]$ is called a column if $m\left(I_{i}\right)=m\left(I_{j}\right)$ for all $i, j$. The number $N$ is called the height of the column $\mathcal{C}$. We say $x \in \mathcal{C}$ if there exists $I_{i}$ such that $x \in I_{i}$, and we call that particular $I_{i}$ the level of $x$. We further say $T \in \mathcal{G}(X)$ maps along the column $\mathcal{C}$ if for $1 \leq i \leq N-1, T I_{i}=I_{i+1}$.

The name column is chosen for the visual intuition - we imagine a column of intervals of equal length stacked on top of each other. $T$ maps along the column if it moves each interval up one level until we reach the top, where anything can happen.

If we have two disjoint columns of the same width, then we should be able to create a new column from them.
Definition 1.4. Let $\mathcal{C}_{1}=\left\{I_{1}, \ldots, I_{N_{1}}\right\}, \mathcal{C}_{2}=\left\{I_{1}^{\prime}, \ldots, I_{N_{2}}^{\prime}\right\}$ be two columns such that for $1 \leq i \leq N_{1}, 1 \leq j \leq N_{2}, m\left(I_{i}\right)=m\left(I_{j}^{\prime}\right)$ and $m\left(I_{i} \cap I_{j}^{\prime}\right)=0$. We create a new column $\mathcal{C}=\left\{I_{1}^{\prime \prime}, \ldots I_{N_{1}+N_{2}}^{\prime \prime}\right\}$ where $I_{i}^{\prime \prime}=I_{i}$ for $1 \leq i \leq N_{1}$ and $I_{N_{1}+j}^{\prime \prime}=I_{j}^{\prime}$ for $1 \leq j \leq N_{2}$. We call this process stacking $\mathcal{C}_{2}$ onto $\mathcal{C}_{1}$.

The basic idea of the cutting-and-stacking method is rather simple: We begin with a column, and then divide (or "cut") the column into some number of equal width subcolumns. We then add "spacer" sets on top of some of the subcolumns. We then stack the subcolumns (including spacer sets) from right to left. We then repeat this process. At each stage of the process we consider a transformation $T_{n}$ which maps along the column. The limit of this process will yield a measure-preserving transformation $T$. We now describe the process precisely for the transformation which Chacon constructed.

1. (Base case) Let $\mathcal{C}_{0}=(0,2 / 3)$ be a column of height 1 (i.e. $h_{0}=1$ ).
2. (Defining $\mathcal{C}_{1}$ ). Cut $\mathcal{C}_{0}$ into three equal width subcolumns. In particular, we denote $\mathcal{C}_{0}[0]:=\{(0,2 / 9)\}, \mathcal{C}_{0}[1]=\{(2 / 9,4 / 9)\}, \mathcal{C}[2]=\{(4 / 9,2 / 3)\}$. We now add a spacer set on top of $\mathcal{C}[1]$, which is an interval of the same length as the intervals in the subcolumns, which is disjoint from $\mathcal{C}_{0}$. In this case, we take $S_{1}=(2 / 3,8 / 9)$. We then create $\mathcal{C}_{1}$ by stacking $\mathcal{C}_{0}[2]$ onto $\mathcal{C}_{0}[1] \cup S_{1}$, and that resulting column onto $\mathcal{C}_{0}[0]$. Note that $\mathcal{C}_{1}$ is a column of height $4=3 h_{0}+1$. Let $T_{1}$ be a transformation which maps along $\mathcal{C}_{1}$.
3. (Defining $\mathcal{C}_{n+1}$ ) Suppose we have defined column $\mathcal{C}_{n}$. Note that $\mathcal{C}_{n}$ has a height

$$
h_{n}=3 h_{n-1}+1=\sum_{i=0}^{n} 3^{i}=\frac{3^{n+1}-1}{2},
$$

and the width of the column $\mathcal{C}_{n}$ is $2 / 3^{n+1}$. Now cut $\mathcal{C}_{n}$ into three subcolumns of width $2 / 3^{n+2}$, which we denote (from left to right, respectively), $\mathcal{C}_{n}[0], \mathcal{C}_{n}[1], \mathcal{C}_{n}[2]$. Let $S_{n+1}$ be the initial interval of length $2 / 3^{n+2}$ in the complement of $\mathcal{C}_{n}$, and add it as a spacer set to the top of $\mathcal{C}_{n}[2]$. Then create $\mathcal{C}_{n+1}$ by stacking $\mathcal{C}_{n}[2]$ onto $\mathcal{C}_{n}[1] \cup S_{n+1}$, and then this stacked column onto $\mathcal{C}_{n}[0]$. Let $T_{n+1}$ map along the column $\mathcal{C}_{n+1}$.

Figure 1.1: Cutting $\mathcal{C}_{1}$ and adding spacer set $S_{2}$ to form $\mathcal{C}_{2}$


Figure 1.1 shows the process of defining $\mathcal{C}_{2}$. The 4 intervals of length $2 / 9$ form the column $\mathcal{C}_{1}$, which is then cut into three equal width subcolumns. The interval $(8 / 9,26 / 27)$ is the spacer set $\mathcal{S}_{2}$.

Notice that for any $n$ and for any $k \geq n$, if $x \in \mathcal{C}_{n} \backslash\left\{I_{h_{n}}\right\}$, then $T_{k} x=T_{n} x$. Thus the weak limit of $T_{n}$ exists. Denote it by $T$. We call $T$ the (canonical) Chacon transformation. We will not fully show that $T$ is weakly but not strongly mixing, but we will give a few notes to give an idea of how it is shown. The key to showing $T$ is not strongly mixing is the following property.

Lemma 1.7. Let $T$ be the Chacon transformation, let $n \in \mathbb{N}$ be fixed, and let I be a level in $\mathcal{C}_{n}$. Then for all $k>n$,

$$
m\left(T^{h_{k-1}} I \cap I\right) \geq \frac{1}{3} m(I)
$$

Lemma 1.7 essentially says that if we take a level of a column, then the level meets itself in a large portion infinitely often. Thus $T$ clearly cannot be strongly mixing.

To show $T$ is weakly mixing, one must first show $T$ is ergodic, a simple task by comparison. ${ }^{1}$ We can then take an eigenfunction $f$ for $T$ corresponding to an eigenvalue $\lambda$, where $|f| \equiv 1,|\lambda|=1$. Now we make an observation. If $I$ is a level in $\mathcal{C}_{n}$, then there are three levels in $\mathcal{C}_{n+1}$ which are all contained in $I$. Denote these three levels by $I[0], I[1], I[2]$, where $I[0]$ is the lowest level of the three, and $I[2]$ is the highest. We observe that

$$
T^{h_{n}} I[0]=I[1], \quad T^{h_{n}} I[1]=T^{-1} I[2] .
$$

[^0]Using this observation, we are able to conclude that there exists $x$ such that

$$
\begin{aligned}
\left|\lambda^{h_{n}} f(x)-f(x)\right| & <2 \varepsilon, \\
\left|\lambda^{2 h_{n}+1} f(x)-f(x)\right| & <2 \varepsilon .
\end{aligned}
$$

But as $|f| \equiv 1$, we see $\lambda=1$, so $T$ has continuous spectrum.
While the Chacon transformation was the first example of a weakly but not strongly mixing transformation, it is not the only known example. We will briefly discuss some other examples.

Let $\lambda:=\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in(0,1)^{n}$ be such that $\sum_{i=1}^{n} \lambda_{i}=1$. Further, let $\sigma$ be a permutation on $n$ objects. Further, for each $i$, define

$$
a_{i}:=\sum_{1 \leq j<i} \lambda_{j}, \quad a_{i}^{\prime}:=\sum_{1 \leq j<\sigma(i)} \lambda_{\sigma^{-1}(j)} .
$$

We now define $T:=T_{\sigma, \lambda}$ as follows: For $x \in\left(a_{i}, a_{i+1}\right)$ (for $1 \leq i<n$ ), define $T x:=$ $x-a_{i}+a_{i}^{\prime}$. We call $T$ the interval exchange transformation associated with $\sigma, \lambda$.

Intuitively, an interval exchange transformation "permutes" a finite number of subintervals of varying lengths. More accurately, an interval exchange transformation takes a partition of $X$ into intervals and maps the elements of this partition by translation to a new partition, according to the permutation $\sigma$.

As an example, suppose we have

$$
\lambda=\left(\frac{1}{6}, \frac{1}{3}, \frac{1}{2}\right),
$$

and $\sigma=\left(\begin{array}{ll}1 & 2\end{array}\right)$ (i.e., $\left.\sigma(1)=3, \sigma(3)=2, \sigma(2)=1\right)$. Then we have

$$
\begin{array}{ll}
a_{1}=0, & a_{1}^{\prime}=\frac{5}{6}, \\
a_{2}=\frac{1}{6}, & a_{2}^{\prime}=0 \\
a_{3}=\frac{1}{2}, & a_{3}^{\prime}=\frac{1}{3} .
\end{array}
$$

So we have

$$
T\left(0, \frac{1}{6}\right)=\left(\frac{5}{6}, 1\right), \quad T\left(\frac{1}{6}, \frac{1}{2}\right)=\left(0, \frac{1}{3}\right), \quad T\left(\frac{1}{2}, 1\right)=\left(\frac{1}{3}, \frac{5}{6}\right) .
$$

In [35], Katok showed that interval exchange transformations are not strongly mixing for any choice of $\lambda$ and $\sigma$. It is, however, not the case that $T_{\sigma, \lambda}$ is weakly mixing for all choices of $\sigma, \lambda$. For example, if $\lambda_{i}=\lambda_{j}$ for all $i, j$, then $T_{\sigma, \lambda}$ is a permutation of $n$ intervals of length $1 / n$, and is subsequently not even ergodic. However, these cases are somewhat negligible. Katok and Stepin [36] and Veech [52] made some progress before Avila and Forni [8] showed that for almost every $\lambda, T_{\sigma, \lambda}$ is weakly mixing. It should be
noted that interval exchange transformations remain component of active research today. See, e.g., [40], [14], [21], [22] [11], [16], [53], [38].

Our last example is due to Kakutani, though the transformation itseelf was originally constructed by von Neumann. We begin by defining intervals $I_{n}$. Let $I_{0}:=(0,1 / 2)$, and inductively define $I_{n}$ to be the interval of length $1 / 2^{n+1}$ whose left endpoint is the right endpoint of $I_{n-1}$. More explicitly, we can define

$$
I_{n}:=\left(1-\frac{1}{2^{n}}, 1-\frac{1}{2^{n+1}}\right) .
$$

We can now define $T \in \mathcal{G}(X)$ as follows. For $x \in I_{n}$, define

$$
T x:=x-\left(1-\frac{1}{2^{n}}-\frac{1}{2^{n+1}}\right) .
$$

Essentially $T$ maps $I_{n}$ to $1-I_{n}$, though it does so by translation rather than reflection. In [34], Kakutani showed that $T$ is both weakly mixing and not strongly mixing.

### 1.3 Other Category Results

While Theorems 1.4 and 1.5 were the first category results of their kind, they were far from the last. For years after Halmos and Rokhlin published their results, various category results began popping up. In this section we will discuss just a few of these many results.

First, we recall what it means for a transformation to be rigid.
Definition 1.5. We say that $T \in \mathcal{G}(X)$ is rigid if there exists a subsequence $\left(n_{k}\right)$ such that $T^{n_{k}}$ converges to $\mathbb{1}_{X}$ strongly. That is, if for all $f \in L^{2}(X)$,

$$
\lim _{k \rightarrow \infty}\left\|T^{n_{k}} f-f\right\|=0
$$

The sequence $n_{k}$ is called a rigidity sequence for $T$
Let $\mathcal{R}(X) \subset \mathcal{G}(X)$ denote the set of rigid transformations on $X$. Though a triviality, we make note of the following equivalence for later.

Proposition 1.4. A measure-preserving transformation $T \in \mathcal{G}(X)$ is rigid if and only if there exists a subsequence $\left(n_{k}\right)$ such that for all $f, g \in L^{2}(X)$,

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left|\left\langle T^{n_{k}} f, g\right\rangle-\langle f, g\rangle\right|=0 . \tag{1.2}
\end{equation*}
$$

Proof. Equation (1.2) says that $T^{n_{k}} \rightarrow \mathbb{1}_{X}$ weakly, so one direction is trivial. For the other direction, suppose there is a subsequence $\left(n_{k}\right)$ such that (1.2) holds. As $T$ is unitary, clearly $\left\|T^{n_{k}} f\right\| \rightarrow\left\|\mathbb{1}_{X} f\right\|$ for all $f$, so $T^{n_{k}} \rightarrow \mathbb{1}_{X}$ strongly.

In [36], Katok and Stepin showed that $\mathcal{R}(X)$ is a dense, $G_{\delta}$ set. We provide a proof of this below, as it will be relevant in Chapter 2

Theorem 1.6 (Katok, Stepin). The set $\mathcal{R}(X)$ is a dense, $G_{\delta}$ subset of $\mathcal{G}(X)$.
Proof. Note first of all that there exists a rigid transformation which is antiperiodic. Take, for example, a rotation by an irrational number $\lambda$. It is ergodic, and hence antiperiodic. On the other hand, there exists a subsequence $\left(n_{k}\right)$ such that $e^{2 \pi i n_{k} \lambda} \rightarrow 1$ as $k \rightarrow \infty$, so $\left(n_{k}\right)$ is a rigidity sequence for this transformation.

Let $T \in \mathcal{R}(X), S \in \mathcal{G}(X)$, and $\left(n_{k}\right)$ be a rigidity sequence for $T$. Then for all $f \in L^{2}(X)$ we have

$$
\begin{aligned}
& \left\|\left(S^{-1} T S\right)^{n_{k}} f-f\right\| \\
= & \left\|S^{-1} T^{n_{k}} S f-f\right\| \\
\leq & \left\|S^{-1}\right\|\left\|T^{n_{k}}(S f)-S f\right\| \\
= & \left\|T^{n_{k}}(S f)-S f\right\| .
\end{aligned}
$$

As $\left(n_{k}\right)$ is a rigidity sequence for $T$, this goes to 0 as $k \rightarrow \infty$, so $S^{-1} T S$ is rigid. So by Lemma 1.5, $\mathcal{R}(X)$ is dense in $\mathcal{G}(X)$.

Now let $\left(f_{i}\right)$ be a countable, dense subset of $L^{2}(X)$ and consider the sets

$$
R_{i, k, n}:=\left\{T \in \mathcal{G}(X) \left\lvert\,\left\|T^{n} f_{i}-f_{i}\right\|<\frac{1}{k}\right.\right\} .
$$

We see that $R_{i, k, n}$ are open in the strong operator topology. Further, we see by definition that

$$
\mathcal{R}(X)=\bigcap_{i, k} \bigcup_{n>k} R_{i, k, n}
$$

So $\mathcal{R}(X)$ is $G_{\delta}$.

Theorem 1.6 has a couple of interesting consequences. First, combined with Theorem 1.4, it says that a generic transformation $T \in \mathcal{G}(X)$ is both weakly mixing and rigid. Stated another way, it says that there exist subsequences $\left(n_{k}\right),\left(m_{k}\right)$ such that for all $f, g \in$ $L^{2}(X)$

$$
\lim _{k \rightarrow \infty}\left|\left\langle T^{n_{k}} f, g\right\rangle-\langle f, 1\rangle\langle 1, g\rangle\right|=0, \text { and } \lim _{k \rightarrow \infty}\left|\left\langle T^{m_{k}} f, g\right\rangle-\langle f, g\rangle\right|=0
$$

Further, since the subsequence $\left(n_{k}\right)$ can be assumed to have upper asymptotic density 1 by the Koopman-von Neumann lemma, the rigidity sequence $\left(m_{k}\right)$ must have density zero.

Second, as $\mathcal{R}(X) \subset \mathcal{S}(X)^{c}$, Theorem 1.5 is a corollary to Theorem 1.6.
Definition 1.6. Let $\alpha$ be an element of the unit circle in $\mathbb{C}$. We say that $T \in \mathcal{G}(X)$ is $\alpha$-rigid if there exists a subsequence $\left(n_{k}\right)$ such that $T^{n_{k}} \rightarrow \alpha \mathbb{1}_{X}$ strongly. That is, for all $f \in L^{2}(X)$,

$$
\lim _{k \rightarrow \infty}\left\|T^{n_{k}} f-\alpha f\right\|=0
$$

Denote the set of $\alpha$-rigid transformations by $\mathcal{R}^{\alpha}(X)$. It is clear from the definition that $\mathcal{R}^{1}(X)=\mathcal{R}(X)$. However, more can be said. Indeed, for all $\alpha, \mathcal{R}^{\alpha}(X) \subset \mathcal{R}(X)$. This can be shown in two steps. First, if $T$ is $\alpha$-rigid, then $T$ is $\alpha^{n}$-rigid for all $n$. This holds because if $T^{n_{k}} \rightarrow \alpha \mathbb{1}_{X}$, then $T^{n \cdot n_{k}} \rightarrow \alpha^{n} \mathbb{1}_{X}$. If $\alpha$ is rational, then we are done. If $\alpha$ is irrational, then there exists a subsequence $n_{j}$ such that $\alpha^{n_{j}} \rightarrow 1$, and then taking a diagonal subsequence of the $\alpha^{n}$-rigidity sequences will produce a rigidity sequence for $T$. Indeed, the same proof shows that if $T$ is $\alpha$-rigid for $\alpha$ irrational, then $T$ is $\beta$-rigid for all $\beta$ in the unit circle of $\mathbb{C}$.

The following result can be found in [39].
Proposition 1.5. Let $\alpha$ be an element of the unit circle of $\mathbb{C}$. Then $\mathcal{R}^{\alpha}(X)$ is a dense, $G_{\delta}$ subset of $\mathcal{G}(X)$.

Proof. We first note that there exists $T \in \mathcal{R}^{\alpha}(X)$ which is antiperiodic. Consider $T$ a rotation on the circle by some irrational $\lambda$. It is ergodic, and hence antiperiodic. On the other hand, there exists a subsequence $\left(n_{k}\right)$ such that $\lambda^{n_{k}} \rightarrow \alpha$ as $k \rightarrow \infty$, so $\left(n_{k}\right)$ is an $\alpha$-rigidity sequence for this transformation.

Let $T \in \mathcal{R}^{\alpha}(X), S \in \mathcal{G}(X)$, and $\left(n_{k}\right)$ be an $\alpha$-rigidity sequence for $T$. Then for all $f \in L^{2}(X)$,

$$
\begin{aligned}
& \left\|\left(S^{-1} T S\right)^{n_{k}} f-\alpha f\right\| \\
= & \left\|S^{-1} T^{n_{k}} S f-\alpha f\right\| \\
\leq & \left\|S^{-1}\right\|\left\|T^{n_{k}}(S f)-S(\alpha f)\right\| \\
= & \left\|T^{n_{k}}(S f)-\alpha S f\right\| .
\end{aligned}
$$

As $\left(n_{k}\right)$ is an $\alpha$-rigidity sequence for $T$, this goes to 0 as $k \rightarrow \infty$, so $S^{-1} T S$ is $\alpha$-rigid. So by Lemma $1.5, \mathcal{R}^{\alpha}(X)$ is dense in $\mathcal{G}(X)$.

Now let $\left(f_{i}\right)$ be a countable, dense subset of $L^{2}(X)$ and consider the sets

$$
R_{i, k, n}:=\left\{T \in \mathcal{G}(X) \left\lvert\,\left\|T^{n} f_{i}-\alpha f_{i}\right\|<\frac{1}{k}\right.\right\} .
$$

We see that $R_{i, k, n}$ are open in the strong operator topology. Further, we see by definition that

$$
\mathcal{R}^{\alpha}(X)=\bigcap_{i, k} \bigcup_{n>k} R_{i, k, n} .
$$

So $\mathcal{R}^{\alpha}(X)$ is $G_{\delta}$.
The final type of transformation we will discuss is a combination of weakly mixing and rigid transformations.

Definition 1.7 (Stepin). Let $\kappa \in[0,1]$. We say that $T \in \mathcal{G}(X)$ is $\kappa$-weakly mixing if there exists a subsequence $\left(n_{k}\right)$ such that for all $f, g \in L^{2}(X)$,

$$
\lim _{k \rightarrow \infty}\left|\left\langle T^{n_{k}} f, g\right\rangle-(\kappa\langle f, 1\rangle\langle 1, g\rangle+(1-\kappa)\langle f, g\rangle)\right|=0 .
$$

Denote the set of $\kappa$-weakly mixing transformations by $\mathcal{W}^{\kappa}(X)$. We immediately see that $\mathcal{W}^{1}(X)=\mathcal{W}(X)$ and $\mathcal{W}^{0}(X)=\mathcal{R}(X)$. It is further easy to see that $\kappa$-weakly mixing transformations can be viewed as an interpolation of weakly mixing and rigid transformations. Interestingly, it turns out that for $\kappa \neq 0, \mathcal{W}^{\kappa}(X) \subset \mathcal{W}(X)$. We will not show this, but the proof can be found in [48]. However, in that same paper, Stepin showed that $\mathcal{W}^{\kappa}(X)$ is residual.

Proposition 1.6 (Stepin). For all $\kappa \in[0,1]$, the set $\mathcal{W}^{\kappa}(X)$ is a dense, $G_{\delta}$ subset of $\mathcal{G}(X)$.
Proof. That $\mathcal{W}^{\kappa}(X)$ is nonempty can be found in [48]. Further, for $\kappa \neq 0, \mathcal{W}^{\kappa}(X) \subset$ $\mathcal{W}(X)$, so every element of such $\mathcal{W}^{\kappa}(X)$ is, in particular, antiperiodic. For $\kappa=0, \mathcal{W}^{\kappa}(X)=$ $\mathcal{R}(X)$.

Now let $\kappa$ be fixed, $T \in \mathcal{W}^{\kappa}(X), S \in \mathcal{G}(X)$, and $\left(n_{k}\right)$ be a subsequence such that for all $f, g \in L^{2}(X)$,

$$
\lim _{k \rightarrow \infty}\left|\left\langle T^{n_{k}} f, g\right\rangle-(\kappa\langle f, 1\rangle\langle 1, g\rangle+(1-\kappa)\langle f, g\rangle)\right|=0 .
$$

Then we have

$$
\begin{aligned}
& \left|\left\langle\left(S^{-1} T S\right)^{n_{k}} f, g\right\rangle-(\kappa\langle f, 1\rangle\langle 1, g\rangle+(1-\kappa)\langle f, g\rangle)\right| \\
= & \left|\left\langle S^{-1} T^{n_{k}} S f, g\right\rangle-(\kappa\langle f, 1\rangle\langle 1, g\rangle+(1-\kappa)\langle f, g\rangle)\right| \\
= & \left|\left\langle T^{n_{k}}(S f), S g\right\rangle-(\kappa\langle S f, S 1\rangle\langle S 1, S g\rangle+(1-\kappa)\langle S f, S g\rangle)\right| \\
= & \left|\left\langle T^{n_{k}}(S f), S g\right\rangle-(\kappa\langle S f, 1\rangle\langle 1, S g\rangle+(1-\kappa)\langle S f, S g\rangle)\right|
\end{aligned}
$$

But by assumption, this goes to 0 as $k \rightarrow \infty$. Thus $S^{-1} T S \in \mathcal{W}^{\kappa}(X)$, and thus $\mathcal{W}^{\kappa}(X)$ is dense in $\mathcal{G}(X)$.

Now let $\left(f_{i}\right)$ be a countable, dense subset of $L^{2}(X)$ and consider the sets

$$
W_{i, j, k, n}^{\kappa}=\left\{T \in \mathcal{G}(X)| |\left\langle T^{n} f_{i}, f_{j}\right\rangle-\left(\kappa\left\langle f_{i}, 1\right\rangle\left\langle 1, f_{j}\right\rangle+(1-\kappa)\left\langle f_{i}, f_{j}\right\rangle\right) \left\lvert\,<\frac{1}{k}\right.\right\} .
$$

We see that $W_{i, j, k, n}$ is open in the weak operator topology. We further see that

$$
\mathcal{W}^{\kappa}(X)=\bigcap_{i, j, k} \bigcup_{n>k} W_{i, j, k, n}^{\kappa}
$$

so $\mathcal{W}^{\kappa}(X)$ is $G_{\delta}$.
Before ending this section, we make a few notes. First, there are many more examples of such category results. For other examples, see, e.g., [39], [1], [37], [2], [5], [3], [15], [4], [47], [29], [18].

## Chapter 2

## Genericity for Extensions

### 2.1 Non-Fixed Factor

In 2014, Host, Kra, and Maass attempted to find examples of systems which have a nontrivial nilfactor [33]. To their surprise, they found it difficult to find such examples, finding that for most known classes of systems, the only nilfactor was the Kronecker factor, and found a sufficient condition for this property to occur. This lead Tao [50] to pose the question: is a typical extension of a circle rotation (for example) a weakly mixing extension? If true, then the dichotomy between weakly mixing and isometric extensions would explain the findings of Host, Kra, and Maass. Moreover, Tao's framing of the problem beckons the classical theory of Halmos, which provided a strategy for its solution.

However, the initial attempts at the problem ran into some issues. Certain aspects of Halmos' techniques could not be easily replicated. Most notably was Halmos' use of dyadic permutations (see Section 1.1.2). The natural generalization only made sense if the factor transformation was itself a dyadic permutation. As dyadic permutations represent a small set of all possible factor transformations, this posed a problem.

The idea then arose: what if one considers the set of extensions of a non-fixed factor? To make sense of this, recall Rokhlin's skew product representation theorem (see, for example, [27, p.69]), which says that if $(Z, \mu, T)$ is an extension of $(X, m, S)$, then there exists a measure space $(Y, \nu)$ and a measurable map $\phi: X \rightarrow \mathcal{G}(Y)$ such that $(Z, \mu, T)$ is isomorphic to $(X \times Y, m \times \nu, \hat{T})$, where $\hat{T}(x, y)=(T x, \phi(x) y)$. In other words, all extensions in the measure-preserving case can be represented as skew products over their factors. The idea is then as follows: fix a product space, and consider all measure-preserving transformations on this space which are skew products over a system on the first coordinate. This solves the issue of dyadic permutations, as now all dyadic permutations (which are themselves extensions) can be considered and utilized. This section works in this setting, culminating in Theorem 2.5, which says that the set of weakly mixing extensions is a dense, $G_{\delta}$ set.

The work appearing in this section will appear in Ergodic Theory and Dynamical Systems. See [46].

### 2.1.1 Notation and Preliminaries

Throughout Section 2.1 we will be working with extensions on product spaces through the natural projection. To be more precise, we let $(X, m)$ be a non-atomic standard probability space, $(Y, \nu)$ be a probability space, $(Z, \mu)=(X \times Y, m \times \nu)$, and $T, T^{\prime}$ be measure-preserving transformations on $(Z, \mu),(X, m)$ respectively, such that $(Z, \mu, T)$ is an extension of $\left(X, m, T^{\prime}\right)$ through the natural projection map $\pi: Z \rightarrow X$ onto the first coordinate. We will assume throughout that $T, T^{\prime}$ are invertible, and will identify two transformations if they differ on a set of measure zero. We will say " $T$ is an extension of $T^{\prime \prime}$ " or " $T$ extends $T^{\prime \prime}$ " if $T$ and $T^{\prime}$ satisfy all conditions stated above. We will assume without loss of generality that $X$ is the unit interval and $m$ is the Lebesgue measure. We can assume this because all non-atomic standard probability spaces are isomorphic (see [30, p. 61]).

Let $\mathcal{G}(Z)$ denote the set of all invertible, measure-preserving transformations on $(Z, \mu)$ and let $\mathcal{G}_{X}=\left\{T \in \mathcal{G}(Z): \exists T^{\prime} \in \mathcal{G}(X)\right.$ s.t. $T$ extends $\left.T^{\prime}\right\}$. Note that if we say $T \in$ $\mathcal{G}_{X}$, we assume that the transformation on the factor will be notated by $T^{\prime}$. Further note that we will also write $\mathcal{G}_{X}$ to denote the corresponding set of Koopman operators. Note that another way we could define $\mathcal{G}_{X}$ is given a probability space $(Z, \mathcal{B}, \mu)$ and a fixed sub-algebra $\mathcal{F} \subset \mathcal{B}$, we consider all invertible measure-preserving transformations on $(Z, \mathcal{B}, \mu), T$, for which $\mathcal{F}$ is $T$-invariant, and we denote by $T^{\prime}$ the action of $T$ on $\mathcal{F}$.

The weak topology on $\mathcal{G}_{X}$ is defined as the subspace topology of the weak topology on $\mathcal{G}(Z)$. That is, it is given by the subbasic neighborhoods

$$
N_{\varepsilon}(T ; E)=\left\{S \in \mathcal{G}_{X}: \mu(T E \triangle S E)<\varepsilon\right\},
$$

where $\varepsilon>0$ and $E$ is some measurable subset of $Z$. Note that if $Z$ is, say, the unit square with the Lebesgue measure, then it is sufficient for a subbasis to consider only dyadic sets (i.e., a finite union of dyadic squares). Recall from Section 1.1.1 that the weak topology happens to coincide with the weak (and strong) operator topology for the corresponding Koopman operators.

Further recall from Section 1.1.3, the two metrics on $\mathcal{G}(Z)$ defined by

$$
\begin{aligned}
\tilde{d}(S, T) & :=\sup _{E} \mu(S E \triangle T E) \\
d^{\prime}(S, T) & :=\mu(\{z \in Z: S z \neq T z\})
\end{aligned}
$$

where the sup in the first definition is taken over all measurable sets $E$. For the important properties of $d, d^{\prime}$, see Section 1.1.3.

Let $L^{2}(Z \mid X)$ denote the Hilbert module over $L^{\infty}(X)$. More precisely, for $f \in L^{2}(Z)$,

$$
f \in L^{2}(Z \mid X) \text { if and only if } \mathbb{E}\left(|f|^{2} \mid X\right)^{1 / 2} \in L^{\infty}(X)
$$

where $\mathbb{E}(f \mid X)$ is the conditional expectation of $f$ with respect to $X$. More specifically, it is the conditional expectation with respect to $\mathcal{A}:=\left\{\pi^{-1}(A): A \in \mathcal{L}\right\}$, where $\mathcal{L}$ is the Lebesgue sigma algebra on $X$. Let

$$
\|f\|_{L^{2}(Z \mid X)}:=\mathbb{E}\left(|f|^{2} \mid X\right)^{1 / 2}
$$

and

$$
\langle f, g\rangle_{L^{2}(Z \mid X)}:=\mathbb{E}(f \cdot \bar{g} \mid X)
$$

For more on $L^{2}(Z \mid X)$, see [49]. One important result of $L^{2}(Z \mid X)$ that we do wish to emphasize for later is the Cauchy-Schwarz Inequality.

Proposition 2.1. Let $f, g \in L^{2}(Z \mid X)$. Then

$$
\left|\langle f, g\rangle_{L^{2}(Z \mid X)}\right| \leq\|f\|_{L^{2}(Z \mid X)}\|g\|_{L^{2}(Z \mid X)} \text { a.e. }
$$

Next we give a definition for weakly mixing extensions, cf. [49].
Definition 2.1. An extension $T$ is said to be a weakly mixing extension of $T^{\prime}$ or $T$ is weakly mixing relative to $T^{\prime}$ if for all $f, g \in L^{2}(Z \mid X)$,

$$
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=0}^{N-1}\left\|\mathbb{E}\left(T^{n} f \cdot \bar{g} \mid X\right)-\left(T^{\prime}\right)^{n} \mathbb{E}(f \mid X) \cdot \mathbb{E}(g \mid X)\right\|_{L^{2}(X)}=0
$$

For other possible (equivalent) definitions of weakly mixing extensions, see [27, p.192]. We denote by $\mathcal{W}_{X} \subset \mathcal{G}_{X}$ the set of weakly mixing extensions on $Z$.

To close this section, we prove that the Baire Category Theorem is applicable to $\mathcal{G}_{X}$, and further that $\mathcal{G}_{X}$ is topologically a small subset of $\mathcal{G}(Z)$.

Proposition 2.2. Suppose $Y$ has more than one point. Then $\mathcal{G}_{X}$ is closed and nowhere dense in $\mathcal{G}(Z)$.

Proof. We first prove that $\mathcal{G}_{X}$ is closed. Let $T \in \mathcal{G}(Z) \backslash \mathcal{G}_{X}$. We wish to find a neighborhod of $T$ that is disjoint from $\mathcal{G}_{X}$. To this end, let $E \subset Z$ be a cylinder set (to be precise, $E$ is of the form $D \times Y$ for some measurable $D \subset X$ ), such that $T E$ is not a cylinder set, even up to measure zero. Define $M:=\mu(E)$. Then for all cylinder sets $C$ with $\mu(C)=M, \mu(T E \triangle C)>0$.

We claim that indeed $\inf _{C} \mu(T E \triangle C)>0$, where the inf is taken over all cylinder sets $C$ with measure exactly $M$. Suppose to the contrary that $\inf _{C} \mu(T E \triangle C)=0$. Let $C_{n}$ be a sequence of such cylinder sets such that not only $\mu\left(T E \triangle C_{n}\right) \rightarrow 0$, but further such that

$$
\sum_{n=1}^{\infty} \mu\left(T E \backslash C_{n}\right)<\infty
$$

Define

$$
\hat{C}:=\bigcup_{n=1}^{\infty} \bigcap_{m \geq n} C_{m}
$$

We claim that $\mu(T E \triangle \hat{C})=0$. As $\hat{C}$ is clearly a cylinder set, we will arrive at a contradiction.

First consider

$$
\hat{C} \backslash T E=\left(\bigcup_{n=1}^{\infty} \bigcap_{m \geq n} C_{m}\right) \backslash T E=\bigcup_{n=1}^{\infty} \bigcap_{m \geq n}\left(C_{m} \backslash T E\right)
$$

Now because $\mu\left(C_{m} \triangle T E\right) \rightarrow 0, \mu\left(\bigcap_{m \geq n}\left(C_{m} \backslash T E\right)\right)=0$ for all $n$. But then

$$
\mu(\hat{C} \backslash T E) \leq \sum_{n=1}^{\infty} \mu\left(\bigcap_{m \geq n}\left(C_{m} \backslash T E\right)\right)=0
$$

On the other hand,

$$
T E \backslash \hat{C}=T E \backslash\left(\bigcup_{n=1}^{\infty} \bigcap_{m \geq n} C_{m}\right)=\bigcap_{n=1}^{\infty} \bigcup_{m \geq n}\left(T E \backslash C_{m}\right)
$$

But by assumption, $\sum_{n=1}^{\infty} \mu\left(T E \backslash C_{n}\right)<\infty$, so by the Borel-Cantelli lemma, $\mu(T E \backslash \hat{C})=$ 0.

Now, let $\varepsilon:=\inf _{C} \mu(T E \triangle C)$. We claim that for any $S \in \mathcal{G}_{X}, S \notin N_{\varepsilon}(T ; E)$. Indeed, $S E$ is (up to a null set) a cylinder set, and $\mu(S E)=M$, so $\mu(T E \triangle S E) \geq \varepsilon$ by definition of $\varepsilon$.

Now because $\mathcal{G}_{X}$ is closed, in order to prove that it is nowhere dense, it is sufficient to show that $\mathcal{G}(Z) \backslash \mathcal{G}_{X}$ is dense. Fix $T \in \mathcal{G}_{X}$, let $\varepsilon>0$ and let

$$
N_{\varepsilon}(T)=\left\{S \in \mathcal{G}(Z): \mu\left(T E_{i} \triangle S E_{i}\right)<\varepsilon, i=1, \ldots, n\right\},
$$

where $E_{i}$ are measurable sets. Now let $A \subset Z$ be a measurable set such that $0<\mu(A)<$ $\varepsilon$, and $A$ is not a cylinder set. Further let $B \subset Z$ be a cylinder set such that $\mu(A \cap B)=$ $\mu\left(A \cap B^{c}\right)$, and define $A_{1}:=A \cap B, A_{2}:=A \cap B^{c}$.

We now take $S \in \mathcal{G}(Z)$ with the following properties: if $z \in Z \backslash A, S z:=T z, S A_{1}=$ $T A_{2}$, and $S A_{2}=T A_{1}$. Note that because $T$ is an extension and $A$ is not a cylinder set, $S \notin \mathcal{G}_{X}$. Further note that $\{z \in Z: S z \neq T z\}=A$. Therefore,

$$
\sup _{E} \mu(T E \triangle S E)=d(T, S) \leq d^{\prime}(T, S)=\mu(A)<\varepsilon
$$

So $S \in N_{\varepsilon}(T)$.

By Proposition 2.2, $\mathcal{G}_{X}$ is a closed subset of a Baire space, so $\mathcal{G}_{X}$ is itself a Baire space. Further, because $\mathcal{G}_{X}$ is nowhere dense, the classical Halmos and Rokhlin results can provide no information about $\mathcal{G}_{X}$.

### 2.1.2 Discrete Extensions

As stated in Section 2.1.1, throughout this work we will let $(X, m)$ be the unit interval with Lebesgue measure. For this section, let $Z=X \times\{1, \ldots, L\}$, with $L \geq 2$, $w$ be a probability measure on $\{1, \ldots, L\}$, and $w_{i}:=w(i)$ (without loss of generality, $w_{i} \neq 0$ for all $i$ ). Let $\mu$ be the product measure of $m$ and $w$ on $Z$.

In this section we will be exploring some results regarding these discrete extension measure spaces. We begin by showing that such systems can never be weakly mixing extensions.

Proposition 2.3. Let $(Z, \mu),(X, m)$ be as above. Then $\mathcal{W}_{X}=\emptyset$.
Proof. Fix $T \in \mathcal{G}_{X}$. It suffices to show that there exists an $f \in L^{2}(Z \mid X)$ with relative mean zero (that is, $\mathbb{E}(f \mid X)=0 \mathrm{~m}$-almost everywhere) such that

$$
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=0}^{N-1}\left(\left|\mathbb{E}\left(T^{n} f \cdot \bar{f} \mid X\right)\right|^{2}\right)^{1 / 2} \neq 0
$$

In particular, we will construct $f$ such that $\mathbb{E}\left(T^{n} f \cdot \bar{f} \mid X\right)(x)$ can take only a finite number of possible values, none of which are 0 . Thus $\left|\mathbb{E}\left(T^{n} f \cdot \bar{f} \mid X\right)\right|^{2}(x)$ is always positive,

$$
\begin{aligned}
& \inf _{x \in X} \frac{1}{N} \sum_{n=0}^{N-1}\left(\left|\mathbb{E}\left(T^{n} f \cdot \bar{f} \mid X\right)\right|^{2}\right)^{1 / 2}(x) \\
\geq & \min \left|\mathbb{E}\left(T^{n} f \cdot \bar{f} \mid X\right)\right|(x)>0
\end{aligned}
$$

for all $N$, and

$$
\frac{1}{N} \sum_{n=0}^{N-1}\left(\left|\mathbb{E}\left(T^{n} f \cdot \bar{f} \mid X\right)\right|^{2}\right)^{1 / 2}
$$

cannot converge (in $L^{2}(X)$ ) to the zero function on $X$.
Consider $f(x, y)$, where $f(x, i)=1$ for all $x \in X, i=2, \ldots, L$, and

$$
f(x, 1)=\frac{-\sum_{i=2}^{L} w_{i}}{w_{1}}
$$

for all $x \in X$. We first see that $f$ has relative mean zero when $L \geq 2$. Indeed, for all $x \in X$ we have that,

$$
\begin{aligned}
\int_{Y} f(x, y) d w & =w_{1}\left(\frac{-\sum_{i=2}^{L} w_{i}}{w_{1}}\right)+\sum_{i=2}^{L} w_{i} \\
& =-\sum_{i=2}^{L} w_{i}+\sum_{i=2}^{L} w_{i}=0 .
\end{aligned}
$$

Let $\sigma_{n, x}(i)$ be such that $T^{n}(x, i)=\left(\left(T^{\prime}\right)^{n} x, \sigma_{n, x}(i)\right)$ for all $(x, i) \in Z$. Now,

$$
\begin{aligned}
& \mathbb{E}\left(T^{n} f \cdot \bar{f} \mid X\right)(x) \\
= & \sum_{j=1}^{L} w_{j} f(x, j) f\left(\left(T^{\prime}\right)^{n} x, \sigma_{n, x}(j)\right) \\
= & \sum_{j=1}^{L} w_{j} f(x, j) f\left(x, \sigma_{n, x}(j)\right),
\end{aligned}
$$

where the last equality is because $f$ is constant on any given level. Thus we see that because $T$ is invertible, $\sigma_{n, x}$ is a permutation on an $L$ element set, and the value of $\mathbb{E}\left(T^{n} f\right.$. $\bar{f} \mid X)(x)$ is completely determined by the specific permutation $\sigma_{n, x}$. As there are $L!$ permutations of the $L$ levels, there are finitely many possible values of $\mathbb{E}\left(T^{n} f \cdot \bar{f} \mid X\right)(x)$.

To see $\mathbb{E}\left(T^{n} f \cdot \bar{f} \mid X\right)(x) \neq 0$, consider 2 cases. In the first case, we have $\sigma_{n, x}(1)=1$. In this case we have that for $j=1$,

$$
w_{j} f(x, j) f\left(x, \sigma_{n, x}(j)\right)=w_{1} f(x, 1) f(x, 1)>0,
$$

and for all other $j$,

$$
w_{j} f(x, j) f\left(x, \sigma_{n, x}(j)\right)=w_{j} .
$$

Thus we have that every summand of

$$
\sum_{j=1}^{L} w_{j} f(x, j) f\left(x, \sigma_{n, x}(j)\right)
$$

is positive, and thus the sum is positive (in particular, nonzero). So now suppose $\sigma_{n, x}(i)=$ $1, i \neq 1$. In this case we have

$$
\sum_{j=1}^{L} w_{j} f(x, j) f\left(x, \sigma_{n, x}(j)\right)=f(x, 1)\left(w_{1}+w_{i}\right)+\left(\sum_{j=2}^{L} w_{j}\right)-w_{i}
$$

Consider

$$
f(x, 1)\left(w_{1}+w_{i}\right)=\frac{-\sum_{j=2}^{L} w_{j}}{w_{1}}\left(w_{1}+w_{i}\right)=\left(-\sum_{j=2}^{L} w_{j}\right)\left(1+\frac{w_{i}}{w_{1}}\right) .
$$

Note that

$$
\left(-\sum_{j=2}^{L} w_{j}\right)\left(1+\frac{w_{i}}{w_{1}}\right) \leq-\sum_{j=2}^{L} w_{j} .
$$

Thus,

$$
\begin{aligned}
& f(x, 1)\left(w_{1}+w_{i}\right)+\left(\sum_{j=2}^{L} w_{j}\right)-w_{i} \\
\leq & \left(-\sum_{j=2}^{L} w_{j}\right)+\left(\sum_{j=2}^{L} w_{j}\right)-w_{i}=-w_{i}<0 .
\end{aligned}
$$

So $\mathbb{E}\left(T^{n} f \cdot \bar{f} \mid X\right)(x)$ is always nonzero, and $\left|\mathbb{E}\left(T^{n} f \cdot \bar{f} \mid X\right)\right|^{2}(x)$ is always positive, as desired.

We make two notes here. First, the proof of Proposition 2.3 never used any assumptions on the factor, $\left(X, m, T^{\prime}\right)$, and thus it will hold when the factor is any probability space, with any measure-preserving transformation on that space. Second, the proof is still valid in the case that $Z$ has countably many levels instead of finitely many.

Corollary 2.1. Let $(Y, w)$ be a measure space where $Y$ is a countable set and let $(Z, \mu)=$ $(X \times Y m \times w)$. Then $\mathcal{W}_{X}$ is empty.

Proof. Note that for almost all $z$, if $z, T z$ are on levels $k_{1}, k_{2}$ respectively (where the level of a point $z \in Z$ is defined to be $k$ if $z=(x, k)$ for some $x \in X)$, then $w_{k_{1}}=w_{k_{2}}$. Indeed, suppose we have a set $A$ such that both $A$ and $T A$ are contained to a single level. That is, there exists $k_{1}, k_{2} \in Y$ such that for all $z \in A$, there exists $x \in X$ such that $z=\left(x, k_{1}\right)$, and similarly for all $z \in T A$, there exists $x$ such that $z=\left(x, k_{2}\right)$. Thus we can write $A$ as $B \times\left\{k_{1}\right\}$ for some $B \subset X$ and $k_{1} \in Y$ (note, in particular, that $m(B)>0$ ). Subsequently, $T A=T^{\prime} B \times\left\{k_{2}\right\}$ for some $k_{2} \in Y$. But then $\mu(A)=\mu\left(B \times k_{1}\right)=m(B) w_{k_{1}}$ and $\mu(T A)=\mu\left(T^{\prime} B \times k_{2}\right)=m\left(T^{\prime} B\right) w_{k_{2}}=m(B) w_{k_{2}}$ as $T^{\prime}$ is measure-preserving. But as $T$ is measure-preserving, we get that $m(B) w_{k_{1}}=m(B) w_{k_{2}}$ and thus either $\mu(A)=0$ or $w_{k_{1}}=w_{k_{2}}$.

Thus $(Z, \mu, T)$ can be decomposed into countably many invariant subsystems to which we can apply Proposition 2.3.

Though $\mathcal{W}_{X}$ is empty on these discrete extension spaces, they are still worth exploring. But before we can proceed, we will henceforth suppose that the probability measure $w$ is the normalized counting measure. That is, $w_{i}=\frac{1}{L}$ for all $i$. With this assumption, we extend the notion of dyadic sets and permutations on $X$ to dyadic sets and permutations on $Z$.

Definition 2.2. If $D$ is a dyadic interval of rank $k$ in $X$, then a dyadic square of rank $k$ in $Z$ is a set of the form $D \times\{i\}$. A dyadic set in $Z$ is a union of dyadic squares. A dyadic permutation of rank $k$ on $Z$ is a permutation of the dyadic squares of rank $k$. A column-preserving (dyadic) permutation (of rank $k$ ) on $Z$ is a dyadic permutation on $Z$ which is an extension of a dyadic permutation on $X$.

We wish to generalize the fact that dyadic permutations are dense in $\mathcal{G}(X)$ to density of column-preserving permutations in $\mathcal{G}_{X}$. First we introduce the following notation: we write $A \subset i$ if there exists $A^{\prime} \subset X$ such that $A=A^{\prime} \times\{i\}$.

We now move to the main result of this section, which is a generalization of Theorem 1.1.

Theorem 2.1 (Density of column-preserving permutations). Column-preserving permutations are dense in $\mathcal{G}_{X}$. More precisely, let $T \in \mathcal{G}_{X}$. Given $N_{\varepsilon}(T)$, a dyadic neighborhood of $T$, there exists $Q \in N_{\varepsilon}(T)$, a column-preserving permutation.

Proof. Without loss of generality, assume

$$
N_{\varepsilon}(T)=\left\{S \in \mathcal{G}_{X}: \mu\left(T D_{l} \triangle S D_{l}\right)<\varepsilon, l=1, \ldots, L\left(2^{n}\right)\right\}
$$

where $D_{l}$ are every dyadic square of some fixed rank $n$ (note that $D_{l_{1}}, D_{l_{2}}$ are disjoint up to boundary points). We can assume this as every dyadic neighborhood contains such a neighborhood.

Let $k \in\{1, \ldots, L\}$, and let $P_{k}:=\left\{D_{i} \cap T D_{j} \mid D_{i} \subset k, j=1, \ldots, L\left(2^{n}\right)\right\}$. Note that $P_{k}$ partitions level $k$. If $\pi$ is the natural projection onto $X$, then let $P_{k}^{\prime}:=\pi P_{k}=$ $\left\{\pi E \mid E \in P_{k}\right\} . P_{k}^{\prime}$ is a partition of $X$. Let $P^{\prime}=\left\{\hat{A}_{\lambda} \mid \lambda \in \Lambda\right\}$ be a common refinement of $P_{k}^{\prime}$ for $k=1, \ldots, L$, and let $P=\left\{\hat{A}_{\lambda, k} \mid \lambda \in \Lambda, k=1, \ldots, L\right\}$ be a partition of $Z$ obtained by lifting every element of $P^{\prime}$ to every level ( $\hat{A}_{\lambda, k} \subset k$ ).

Applying a weaker version of Lemma 1.1 (one where we do not care about the value of $\left|m\left(E_{i}\right)-r_{i}\right|$ in the formulation of the lemma) to the partition $P^{\prime}$, we obtain a partition $\left\{A_{\lambda}\right\}$ of $X$ into dyadic sets so that

$$
m\left(\hat{A}_{\lambda} \triangle A_{\lambda}\right)<\frac{L \varepsilon}{2|\Lambda|}
$$

Applying Lemma 1.1 again, we get a partition of $X$ into dyadic sets $B_{\lambda}$ so that

$$
m\left(\left(T^{\prime}\right)^{-1} \hat{A}_{\lambda} \triangle B_{\lambda}\right)<\frac{L \varepsilon}{2|\Lambda|}
$$

Note the full strength of Lemma 1.1 guarantees we can select this partition so that $m\left(A_{\lambda}\right)=m\left(B_{\lambda}\right)\left(\right.$ as $\left.m\left(\hat{A}_{\lambda}\right)=m\left(\left(T^{\prime}\right)^{-1} \hat{A}_{\lambda}\right)\right)$. We can now lift $A_{\lambda}, B_{\lambda}$ to sets $A_{\lambda, k}, B_{\lambda, k}$ so that $A_{\lambda, k}, B_{\lambda, k} \subset k$. Note that

$$
\begin{equation*}
\mu\left(\hat{A}_{\lambda, k} \triangle A_{\lambda, k}\right)<\frac{\varepsilon}{2|\Lambda|}, \text { and } \mu\left(T^{-1} \hat{A}_{\lambda, k_{2}} \triangle B_{\lambda, k_{1}}\right)<\frac{\varepsilon}{2|\Lambda|}, \tag{2.1}
\end{equation*}
$$

where $k_{1}, k_{2}$ are such that if $i, j$ are such that $\hat{A}_{\lambda, k_{2}} \subset D_{i} \cap T D_{j}$, then $D_{i} \subset k_{2}, D_{j} \subset k_{1}$.
We will now define $Q$ of some rank $r \in \mathbb{N}$ where $r$ is at least as large as the ranks of $D_{i}$ for every $i$, and $A_{\lambda}, B_{\lambda}$ for every $\lambda$. We first define $Q^{\prime}$ a dyadic permutation on $X$ as any dyadic permutation which maps $B_{\lambda}$ to $A_{\lambda}$ for every $\lambda$. Next we define $Q$, a column preserving permutation of rank $r$. First let $k_{1}, k_{2}$ be as before: if $i, j$ are such that $\hat{A}_{\lambda, k_{2}} \subset D_{i} \cap T D_{j}$, then $D_{i} \subset k_{2}, D_{j} \subset k_{1}$. Then $Q$ will be the extension of $Q^{\prime}$ such that $B_{\lambda, k_{1}} \mapsto A_{\lambda, k_{2}}$. Note that for all $\lambda, k$, we have that level $Q^{-1} A_{\lambda, k}=\operatorname{level} T^{-1} \hat{A}_{\lambda, k}$, where level $A:=k$ if and only if $A \subset k$.

We now show that $\mu\left(T D_{j} \triangle Q D_{j}\right)<\varepsilon$ for all $j$. Fix $j \in 1, \ldots, L\left(2^{n}\right)$, and define $k$ so that $D_{j} \subset k$. Let $\Lambda_{j}:=\left\{\lambda \in \Lambda \mid\left(T^{\prime}\right)^{-1} \hat{A}_{\lambda} \subset \pi D_{j}\right\}$. For $\lambda \in \Lambda_{j}$, let $i_{\lambda, j}$ be such that $T^{-1} \hat{A}_{\lambda, i_{\lambda, j}} \subset D_{j}$. Then

$$
D_{j}=\bigcup_{\lambda \in \Lambda_{j}} T^{-1} \hat{A}_{\lambda, i_{\lambda, j}}
$$

Further, by the definitions of $Q$ and $\Lambda_{j}$, as well as the previous note, we have that $Q^{-1} A_{\lambda, i_{\lambda, j}}=B_{\lambda, k}$.

Note all unions and sums will be taken over $\lambda \in \Lambda_{j}$. We have

$$
\begin{equation*}
\mu\left(D_{j} \triangle \bigcup B_{\lambda, k}\right)=\mu\left(\bigcup T^{-1} \hat{A}_{\lambda, i_{\lambda, j}} \triangle \bigcup B_{\lambda, k}\right) \leq \sum \mu\left(T^{-1} \hat{A}_{\lambda, i_{\lambda, j}} \triangle B_{\lambda, k}\right) \tag{2.2}
\end{equation*}
$$

But by (2.1), $\mu\left(T^{-1} \hat{A}_{\lambda, i_{\lambda, j}} \triangle B_{\lambda, k}\right)<\frac{\varepsilon}{2|\Lambda|}$ so $(2.2)<\sum \frac{\varepsilon}{2|\Lambda|}=\frac{\varepsilon}{2}$. Therefore

$$
\mu\left(Q D_{j} \triangle \bigcup A_{\lambda, i_{\lambda, j}}\right)=\mu\left(D_{j} \triangle \bigcup B_{\lambda, k}\right)<\frac{\varepsilon}{2}
$$

On the other hand,

$$
\begin{equation*}
\mu\left(\bigcup A_{\lambda, i_{\lambda, j}} \Delta T D_{j}\right)=\mu\left(\bigcup A_{\lambda, i_{\lambda, j}} \triangle \bigcup \hat{A}_{\lambda, i_{\lambda, j}}\right) \leq \sum\left(A_{\lambda, i_{\lambda, j}} \triangle \hat{A}_{\lambda, i_{\lambda, j}}\right) . \tag{2.3}
\end{equation*}
$$

Again by (2.1), $u\left(A_{\lambda, i_{\lambda, j}} \triangle \hat{A}_{\lambda, i_{\lambda, j}}\right)<\frac{\varepsilon}{2|\Lambda|}$ so $(2.3)<\sum \frac{\varepsilon}{2|\Lambda|}=\frac{\varepsilon}{2}$. Finally,

$$
\mu\left(T D_{j} \triangle Q D_{j}\right) \leq \mu\left(T D_{j} \triangle \bigcup A_{\lambda, i_{\lambda, j}}\right)+\left(\bigcup A_{\lambda, i_{\lambda, j}} \triangle Q D_{j}\right)<\frac{\varepsilon}{2}+\frac{\varepsilon}{2}=\varepsilon .
$$

And because this holds for all $j$, we have that $Q \in N_{\varepsilon}(T)$.

### 2.1.3 Weak Approximation Theorem for Extensions on the Unit Square

Now we let $\left(Z, m_{2}\right)$ be $X \times X$ with the Lebesgue measure. If we need further clarity, we will write the Lebesgue measure on $X$ as $m_{1}$, but in general we will denote both Lebesgue measures by $m$.

We begin by drawing some connections to Section 2.1.2. First, however, we need some more notation. For $L \in \mathbb{N}$, define

$$
Z_{L}:=\bigcup_{j=0}^{L-1}\left(X \times\left\{\frac{j}{L}\right\}\right) \subset Z .
$$

Also define $\mu_{L}$, a measure on $Z_{L}$, to be the product of the Lebesgue measure with a normalized counting measure on $L$ points. Further, $\pi_{L}: Z \rightarrow Z_{L}$ be the natural projection onto $Z_{L}$. That is, if $z=\left(x, \frac{j}{L}+\gamma\right)$ for $\gamma \in\left[0, \frac{1}{L}\right)$, then $\pi_{L}(z)=\left(x, \frac{j}{L}\right)$.
Definition 2.3. Let $T \in \mathcal{G}(Z)$. We say that $T$ is discrete equivalent if there exists $L$ and $T_{L} \in \mathcal{G}\left(Z_{L}\right)$, such that $(Z, m, T)$ is an extension of $\left(Z_{L}, \mu_{L}, T_{L}\right)$ through the factor map $\pi_{L}$. Further, we say that $T$ is simply discrete equivalent if $T$ is an identity extension. That is, if we write $Z$ as $Z_{L} \times\left[0, \frac{1}{L}\right)$, then $T=T_{L} \times \mathbb{1}_{Y}$. If we wish to emphasize the number of levels, $L$, we will say $T$ is $L$-(simply) discrete equivalent.

Definition 2.3 is fairly easy to visualize. We take the square and divide it into $L$ equal measure horizontal pieces. Then $T$ is discrete equivalent if $T$ moves fibers on each small piece to other such fibers, and is simply discrete equivalent if it does not move any points within the fiber. Note that in general, a discrete equivalent $T$ need not be in $\mathcal{G}_{X}$. However, if $T \in \mathcal{G}_{X}$, then the corresponding $T_{L}$ is also an extension of $T^{\prime}$.

Our goal for this section is to provide a version of Halmos' Weak Approximation Theorem (Theorem 1.2) when restricted to $\mathcal{G}_{X}$. Mostly this will mean proving a result equivalent to Theorem 2.1. However we first need to lay some ground work. Definitions of dyadic squares, sets, and permutations are all standard in this case, so we do not redefine them. Column-preserving permutations are defined just as they are in Definition 2.2.

Before moving on, we make a few remarks.

Remark 2.1. Lemma 1.1 holds on $(Z, m)$, because $(Z, m)$, like $(X, m)$, is a non-atomic standard probability space, and Lemma 1.1 holds for all such spaces (replacing "dyadic sets" in the statement of Lemma 1.1 with a class $\mathcal{B}$ which is isomorphic to the class of dyadic sets). Alternatively, one can simply prove Lemma 1.1 again in the context of the square. No part of the proof relies on the the fact that we were working on the unit interval, so nothing changes in the proof.
Remark 2.2. We will make the following notational convenience. If $T \in \mathcal{G}(Z)$ and $S^{\prime} \in \mathcal{G}(X)$, then we will write $S^{\prime} T$ in place of $\left(S^{\prime} \times \mathbb{1}_{Y}\right) T$. As $S^{\prime}$ can be viewed as a transformation on $Z$ itself in this way, there is nothing wrong with doing this, though it may well look strange at first.
Remark 2.3. If $Q \in \mathcal{G}(Z)$ is a dyadic permutation of rank $K$, then $Q$ is $L$-simply discrete equivalent with $L=2^{K}$. Further if $S^{\prime} \in \mathcal{G}(X)$, then $S^{\prime} Q$ is also $L$-simply discrete equivalent. If $Q$ is further an extension of $Q^{\prime} \in \mathcal{G}(X)$, then $S^{\prime} Q$ is an extension of $S^{\prime} Q^{\prime}$.

We have some work to do before we can prove our generalization of Theorem 1.1. The idea is as follows: suppose we are applying the same strategy as in the proof of Theorem 1.1. We have found dyadic partitions $\left\{E_{i j}\right\}$ and $\left\{F_{i j}\right\}$ such that $E_{i j}$ is close to $D_{i j}$, and $F_{i j}$ is close to $T^{-1} D_{i j}$. Now suppose for a particular $i, j$ we have that $E_{i j}=X \times[0,1 / 4]$ and $F_{i j}=[0,1 / 4] \times Y$. Clearly there is no way to map $F_{i j} \rightarrow E_{i j}$ that result in a columnpreserving dyadic permutation. We need to better control the dyadic partitions in order to create a column-preserving permutation.

Lemma 2.1. Let $\left\{E_{1}, \ldots E_{N}\right\}$ be a finite partition of $Z, \varepsilon>0$, and suppose $\left\{\tilde{F}_{1}, \ldots, \tilde{F}_{N}\right\}$ is another partition of $Z$, where $\tilde{F}_{i}$ are all dyadic sets, and $m\left(E_{i} \triangle \tilde{F}_{i}\right)<\varepsilon$. Let $K:=$ max rank $\tilde{F}_{i}$ and let $E_{i j}:=E_{i} \cap \pi^{-1} C_{j}, j \in\left\{1, \ldots, 2^{K}\right\}$, where $C_{j}$ is a dyadic interval of rank K. Let $r_{i j}$ be dyadic rationals (possibly zero) such that

$$
\sum_{i=1}^{N} r_{i j}=\frac{1}{2^{K}}
$$

for all $j$ and

$$
\left|m\left(E_{i j}\right)-r_{i j}\right|<\frac{\varepsilon}{2^{K}}
$$

for all $i, j$. Then there exists $\left\{F_{1}, \ldots, F_{N}\right\}$ a partition of $Z$ such that $F_{i}$ is dyadic set for all $i, m\left(F_{i j}\right)=r_{i j}\left(\right.$ with $F_{i j}$ similarly defined as $\left.E_{i j}\right)$ for all $i, j$, and $m\left(E_{i} \triangle F_{i}\right)<3 \varepsilon$ for all $i$.

Proof. Similar to the definition of $E_{i j}$, define $\tilde{F}_{i j}:=\tilde{F}_{i} \cap \pi^{-1} C_{j}$. Note that by choice of $K, \tilde{F}_{i j}$ is of the product of $C_{j}$ and a dyadic set for all $i, j$. Now fix $j$, and for all $\tilde{F}_{i j}$ with $m\left(\tilde{F}_{i j}\right)>r_{i j}$, let $A_{i j} \subset \tilde{F}_{i j}$ of the form $A_{i j}=C_{j} \times B_{i j}$ with $B_{i j}$ a dyadic set, and $m\left(A_{i j}\right)=m\left(\tilde{F}_{i j}\right)-r_{i j}$. Define $F_{i j}:=\tilde{F}_{i j} \backslash A_{i j}$. Let $A$ be the union of all $A_{i j}$ chosen up to this point. Now for $F_{i j}$ with $m\left(\tilde{F}_{i j}\right)<r_{i j}$, let $A_{i j} \subset A$ of the same form as above, this time with $m\left(A_{i j}\right)=r_{i j}-m\left(\tilde{F}_{i j}\right)$. In this case, define $F_{i j}:=\tilde{F}_{i j} \cup A_{i j}$. Now repeat this process for all $j$, and then let

$$
F_{i}:=\bigcup_{j=1}^{2^{K}} F_{i j} .
$$

Note that some $F_{i j}$ may be empty. In particular, $F_{i j}=\emptyset$ if and only if $r_{i j}=0$.
Note that by definition, $m\left(F_{i j}\right)=r_{i j}$ and note further that $\tilde{F}_{i j} \triangle F_{i j}=A_{i j}$. We claim

$$
\sum_{j=1}^{2^{K}} m\left(A_{i j}\right)<2 \varepsilon
$$

for all $i$. Let $i$ be fixed, and consider

$$
\begin{aligned}
& \sum_{j} m\left(A_{i j}\right)=\sum_{j}\left|m\left(\tilde{F}_{i j}\right)-r_{i j}\right| \\
\leq & \sum_{j}\left|m\left(E_{i j}\right)-r_{i j}\right|+\sum_{j}\left|m\left(E_{i j}\right)-m\left(\tilde{F}_{i j}\right)\right| .
\end{aligned}
$$

We have $\left|m\left(E_{i j}\right)-r_{i j}\right|<\frac{\varepsilon}{2^{K}}$ so $\sum_{j}\left|m\left(E_{i j}\right)-r_{i j}\right|<\varepsilon$. On the other hand,

$$
\sum_{j}\left|m\left(E_{i j}\right)-m\left(\tilde{F}_{i j}\right)\right| \leq \sum_{j} m\left(E_{i j} \triangle \tilde{F}_{i j}\right)=m\left(\bigcup_{j}\left(E_{i j} \triangle \tilde{F}_{i j}\right)\right) .
$$

Now, because $m\left(E_{i j_{1}} \cap \tilde{F}_{i j_{2}}\right)=0$ if $j_{1} \neq j_{2}$, we have that

$$
m\left(\bigcup_{j}\left(E_{i j} \triangle \tilde{F}_{i j}\right)\right)=m\left(\bigcup_{j} E_{i j} \triangle \bigcup_{j} \tilde{F}_{i j}\right)=m\left(E_{i} \triangle \tilde{F}_{i}\right)<\varepsilon
$$

Therefore, $\sum_{j} m\left(A_{i j}\right)<2 \varepsilon$.
We will now show $m\left(E_{i} \triangle F_{i}\right)<3 \varepsilon$. Firstly, we have $m\left(E_{i} \triangle F_{i}\right) \leq m\left(E_{i} \triangle \tilde{F}_{i}\right)+$ $m\left(\tilde{F}_{i} \triangle F_{i}\right)$. But $m\left(E_{i} \triangle \tilde{F}_{i}\right)<\varepsilon$. Further,

$$
\begin{aligned}
& m\left(\tilde{F}_{i} \triangle F_{i}\right)=m\left(\bigcup_{j} \tilde{F}_{i j} \triangle \bigcup_{j} F_{i j}\right) \\
\leq & m\left(\bigcup_{j}\left(\tilde{F}_{i j} \triangle F_{i j}\right)\right)=\sum_{j} m\left(\tilde{F}_{i j} \triangle F_{i j}\right) .
\end{aligned}
$$

But as previously noted, $\tilde{F}_{i j} \triangle F_{i j}=A_{i j}$, and we already showed $\sum_{j} m\left(A_{i j}\right)<2 \varepsilon$. Thus, $m\left(E_{i} \triangle F_{i}\right)<3 \varepsilon$ as desired.

With Lemma 2.1, we can now prove the equivalent version of Theorem 2.1 for the unit square, which will be the core result for proving our version of the Weak Approximation Theorem.

Theorem 2.2 (Density of column-preserving permutations). Column-preserving permutations are dense in $\mathcal{G}_{X}$. More precisely, let $T \in \mathcal{G}_{X}$. Given $N_{\varepsilon}(T)$, a dyadic neighborhood of $T$, there exists $Q \in N_{\varepsilon}(T)$, a column-preserving permutation.

Proof. We may assume without loss of generality that

$$
N_{\varepsilon}(T)=\left\{S: \mu\left(T D_{i} \triangle S D_{i}\right)<\varepsilon, l=1, \ldots,\left(2^{2 N}\right)\right\}
$$

where $D_{i}$ are dyadic squares of some fixed rank $N$. We start with the case where $T^{\prime}=\mathbb{1}_{X}$.
Let $D_{i j}:=D_{i} \cap T D_{j}$. Note that $\left\{D_{i j}\right\}$ partitions $Z$. By Lemma 1.1, there exists a partition of $Z$ into dyadic sets, $\left\{\tilde{E}_{i j}\right\}$, such that

$$
m\left(D_{i j} \triangle \tilde{E}_{i j}\right)<\frac{\varepsilon}{6 M},
$$

where $M:=2^{2 N}$. Further by Lemma 1.1, we can find a dyadic partition of $Z$ into sets $\left\{\tilde{F}_{i j}\right\}$ where

$$
m\left(T^{-1} D_{i j} \triangle \tilde{F}_{i j}\right)<\frac{\varepsilon}{6 M}
$$

Note that because $m\left(D_{i j}\right)=m\left(T^{-1} D_{i j}\right)$, we can assume that $m\left(\tilde{E}_{i j}\right)_{\tilde{F}_{i j}}=m\left(\tilde{F}_{i j}\right)$ Let $K=\max \operatorname{rank}\left\{\tilde{E}_{i j}, \tilde{F}_{i j}\right\}$. We can now apply Lemma 2.1 to both $\tilde{E}_{i j}$ and $\tilde{F}_{i j}$ to get dyadic partitions $\left\{E_{i j}\right\}$ and $\left\{F_{i j}\right\}$ such that

$$
\begin{equation*}
m\left(D_{i j} \triangle E_{i j}\right)<\frac{\varepsilon}{2 M} \text { and } m\left(T^{-1} D_{i j} \triangle F_{i j}\right)<\frac{\varepsilon}{2 M} . \tag{2.4}
\end{equation*}
$$

Recall that if $C_{k}$ is a dyadic interval of rank $K$, then in the notation of Lemma 2.1, $E_{i j k}:=E_{i j} \cap \pi^{-1} C_{k}$ and $F_{i j k}:=F_{i j} \cap \pi^{-1} C_{k}$. Note that not only do we have $m\left(D_{i j}\right)=$ $m\left(T^{-1} D_{i j}\right)$, but because $T$ is an extension of identity,

$$
m\left(T^{-1} D_{i j} \cap \pi^{-1} C_{k}\right)=m\left(T^{-1}\left(D_{i j} \cap \pi^{-1} C_{k}\right)\right)=m\left(D_{i j} \cap \pi^{-1} C_{k}\right) .
$$

Thus we are able to choose the same dyadic rationals in both applications of Lemma 2.1, and subsequently have that $m\left(E_{i j k}\right)=m\left(F_{i j k}\right)$ for $i, j=1, \ldots 2^{2 N}, k=1, \ldots, 2^{K}$.

We now define $Q$ as the permutation which maps $F_{i j k}$ to $E_{i j k}$. Note that in particular, $Q$ will map $F_{i j}$ to $E_{i j}$. Further note that $Q$ will be an extension of the identity.

Let $j$ be fixed. We will now show $m\left(Q D_{j} \triangle T D_{j}\right)<\varepsilon$. Recall $D_{i j}=D_{i} \cap T D_{j}$, so $T^{-1} D_{i j}=T^{-1} D_{i} \cap D_{j}$ and $D_{j}=\bigcup_{i} T^{-1} D_{i j}$. We have

$$
\begin{equation*}
m\left(D_{j} \triangle \bigcup_{i} F_{i j}\right)=m\left(\bigcup_{i} T^{-1} D_{i j} \triangle \bigcup_{i} F_{i j}\right) \leq \sum_{i} m\left(T^{-1} D_{i j} \triangle F_{i j}\right) . \tag{2.5}
\end{equation*}
$$

But per (2.4), $m\left(T^{-1} D_{i j} \triangle F_{i j}\right)<\frac{\varepsilon}{2 M}$, so (2.5) $<\sum_{i} \frac{\varepsilon}{2 M} \leq \frac{\varepsilon}{2}$. Therefore

$$
m\left(Q D_{j} \triangle \bigcup_{i} E_{i j}\right)=m\left(D_{j} \triangle \bigcup_{i} F_{i j}\right)<\frac{\varepsilon}{2}
$$

On the other hand,

$$
\begin{equation*}
m\left(T D_{j} \triangle \bigcup_{i} E_{i j}\right)=m\left(\bigcup_{i} D_{i j} \triangle \bigcup_{i} E_{i j}\right) \leq \sum_{i} m\left(D_{i j} \triangle E_{i j}\right) \tag{2.6}
\end{equation*}
$$

Again, per (2.4), $m\left(D_{i j} \triangle E_{i j}\right)<\frac{\varepsilon}{2 M}$, so (2.6) $<\sum_{i} \frac{\varepsilon}{2 M}=\frac{\varepsilon}{2}$. Therefore,

$$
\begin{aligned}
& m\left(T D_{j} \triangle Q D_{j}\right) \\
\leq & m\left(T D_{j} \triangle \bigcup_{i} E_{i j}\right)+m\left(\bigcup_{i} E_{i j} \triangle Q D_{j}\right) \\
< & \frac{\varepsilon}{2}+\frac{\varepsilon}{2}=\varepsilon
\end{aligned}
$$

As this holds for all $j$, we have that $Q \in N_{\varepsilon}(T)$.
Now suppose $T$ is an extension of some invertible $T^{\prime}$. Define $\tilde{T}:=\left(T^{\prime}\right)^{-1} T$. Then $\tilde{T}$ is an extension of the identity, so there exists a column-preserving permutation $\tilde{Q} \in$ $N_{\varepsilon / 2}(\tilde{T})$. But then $T^{\prime} \tilde{Q} \in N_{\varepsilon / 2}(T)$ as

$$
m\left(T^{\prime} \tilde{Q} D_{i} \triangle T D_{i}\right)=m\left(\tilde{Q} D_{i} \triangle \tilde{T} D_{i}\right)<\frac{\varepsilon}{2}
$$

By Remark 2.3, $T^{\prime} \tilde{Q}$ is $L$-simply discrete equivalent, with $L=2^{\text {rank } \tilde{Q}}$. If we let $G_{i}:=$ $\pi_{L} D_{i}$ and let

$$
\tilde{N}_{\varepsilon / 2}\left(\pi_{L}\left(T^{\prime} \tilde{Q}\right)\right):=\left\{S_{L}: \mu_{L}\left(\pi_{L}\left(T^{\prime} \tilde{Q}\right) G_{i} \triangle S_{L} G_{i}\right)<\frac{\varepsilon}{2} \forall i\right\}
$$

then by Theorem 2.1 there exists a column-preserving dyadic permutation $\hat{Q} \in \tilde{N}_{\varepsilon / 2}\left(\pi_{L}\left(T^{\prime} \tilde{Q}\right)\right)$. Now we define $Q$ to be the simply discrete equivalent extension of $\hat{Q}$. Note that because $L$ was dyadic, $Q$ is a (column-preserving) dyadic permutation. Further, $Q \in N_{\varepsilon / 2}\left(T^{\prime} \tilde{Q}\right)$ as

$$
m\left(Q D_{i} \triangle T^{\prime} \tilde{Q} D_{i}\right)=\mu_{L}\left(\hat{Q} G_{i} \triangle \pi_{L}\left(T^{\prime} \tilde{Q}\right) G_{i}\right)<\frac{\varepsilon}{2}
$$

So

$$
m\left(Q D_{i} \triangle T D_{i}\right) \leq m\left(Q D_{i} \triangle T^{\prime} \tilde{Q} D_{i}\right)+m\left(T^{\prime} \tilde{Q} D_{i} \triangle T D_{i}\right)<\varepsilon
$$

for all $i$, and thus $Q \in N_{\varepsilon}(T)$.
We close this section with the promised version of Halmos' Weak Approximation Theorem for extensions.

Theorem 2.3 (Weak Approximation Theorem for Extensions). Let $T \in \mathcal{G}_{X}$, and let $N_{\varepsilon}(T)$ be a dyadic neighborhood of $T$. Then for any $k_{0} \in \mathbb{N}$, there exists $k \geq k_{0}$ and $Q \in \mathcal{G}_{X}$ such that the following hold:

- $Q, Q^{\prime}$ are dyadic permutations of rank $k$ on $Z, X$ respectively,
- $Q^{\prime}$ is cyclic (of period $2^{k}$ ),
- $Q$ is periodic with period $2^{k}$ everywhere,
- $Q \in N_{\varepsilon}(T)$.

Proof. Because Theorem 2.2 tells us that $N_{\varepsilon / 2}(T)$ will contain $P \in \mathcal{G}_{X}$, ( $P$ a columnpreserving permutation) we need only prove the case where $T$ is a permutation itself (we will therefore proceed using $P, P^{\prime}$ in place of $T, T^{\prime}$ ).

Fix $k_{0} \in \mathbb{N}$. Because $P$ is a permutation and $D_{i}$ is a dyadic set, $P D_{i}$ is also a dyadic set. Let $M$ be the maximum rank of $P D_{i}$ (so that $P$ is a permutation of rank $M$ ), $K$ be the number of disjoint cycles in $P^{\prime}$, and $k$ be chosen to be greater than both $M$ and $k_{0}$, and such that $\frac{K}{2^{k-1}}<\varepsilon$.

We will now construct $Q$ of rank $k$. Note that following the proof there will be an example of this construction. To start, let $E_{1}$ be any dyadic square of rank $M$. If $\pi E_{1}$ is not a fixed point of $P^{\prime}$, we have $Q$ map the "first" rank $k$ dyadic square (which we will henceforth refer to as a $k$-square) of $E_{1}$ to the "first" $k$-square in $P E_{1}$. By "first" $k$-square, we mean the top left $k$-square. Now, if $\left(P^{\prime}\right)^{2} \pi E_{1} \neq \pi E_{1}$, we continue to map to the first $k$-square in $\left(P^{\prime}\right)^{2} \pi E_{1}$. Eventually, however, we reach a point where $\left(P^{\prime}\right)^{l} \pi E_{1}=\pi E_{1}$. From where we are in $(P)^{l-1} E_{1}$, we continue to map to the "second" $k$-square in $P^{l} E_{1}$ (by "second" we mean the one to the right of the first). Note that $P^{l} E_{1} \neq E_{1}$ in general.

We now repeat the entire process, replacing "first" for "second," eventually "third" and so on, as well as replacing $E_{1}$ with $P^{l} E_{1}$. Eventually we will arrive at a $k$-square whose projection is at the far right of $\left(P^{\prime}\right)^{l-1} \pi E_{1}$. At this point, we choose an $M$-square $E_{2}$ such that $\pi E_{2}$ is not in the $P^{\prime}$ cycle of $\pi E_{1}$ (assuming such an $E_{2}$ exists). Then from our current position, we map to the first $k$-square of $E_{2}$, and repeat the process.

We continue on like this until we have exhausted every $P^{\prime}$ cycle (including fixed points), at which point we return to the the first $k$-square of $E_{1}$. Note that we have visited every $k$-column exactly once. We are not quite done yet, though. We now choose a $k$ square on the same column as the first $k$-square in $E_{1}$, and we repeat the entire process. Now shifting to rows within the $M$-squares that correspond to our new choice of starting point. That is, in the original process, we were in the top row of every $M$-square, because our original $k$-square was in the top row. If our new $k$-square is in the 3 rd row within its $M$-square, say, all our choices will be in the 3 rd row of the respective $M$-squares. Note that while this precision is unnecessary, it can be useful for ensuring no mistakes are made. Repeating this process, we eventually define $Q$ for all $k$-squares.

We now find a bound for $m\left(P D_{i} \triangle Q D_{i}\right)$. Note that by our construction the only points that can be in $P D_{i} \triangle Q D_{i}$ come from $k$-squares in $D_{i}$ whose projections are in the last $k$-interval in each $P^{\prime}$ cycle. Let $E_{j}$ be such a $k$-square. Then

$$
m\left(P E_{j} \triangle Q E_{j}\right) \leq \frac{2}{2^{2 k}}=\frac{1}{2^{2 k-1}}
$$

There are $2^{k}$ such $E_{j}$ per $k$-column, and there are $K$ such $k$-columns. Thus,

$$
m\left(P D_{i} \triangle Q D_{i}\right) \leq \bigcup_{j} m\left(P E_{j} \triangle Q E_{j}\right) \leq \frac{K 2^{k}}{2^{2 k-1}}=\frac{K}{2^{k-1}}<\varepsilon
$$

The construction in the proof of Theorem 2.3 can be difficult to follow closely, so we provide an example of the construction. We first provide a $P$ which, in this case, will be of
rank 2. See Figure 2.1 for reference on how we label the 2 -squares. Note that we will define $P$ using cycle decomposition notation. That is, if we write $R=\left(\begin{array}{ll}1 & 3\end{array}\right)$, then we mean that the image under $R$ of the square labeled 1 is the square labeled 2 . Similarly the image of " 2 " is " 3 " and the image of " 3 " is " 1 ". Any squares not written explicitly in the decomposition are fixed points. Now, we let $P:=(11153)(1315)(97)(2614)(416128)$. Note that $P$ extends $P^{\prime}:=(13)$ on $X$.

Figure 2.1


Figure 2.2

| $(1,1)$ | $(5,3)$ | $(1,5)$ | $(5,6)$ | $(5,2)$ | $(1,4)$ | $(5,7)$ | $(7,8)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $(3,1)$ | $(6,3)$ | $(6,5)$ | $(4,6)$ | $(6,2)$ | $(3,4)$ | $(3,7)$ | $(4,8)$ |
| $(5,1)$ | $(1,3)$ | $(2,5)$ | $(1,6)$ | $(2,2)$ | $(2,4)$ | $(7,7)$ | $(2,8)$ |
| $(6,1)$ | $(3,3)$ | $(7,5)$ | $(6,6)$ | $(8,2)$ | $(8,4)$ | $(4,7)$ | $(8,8)$ |
| $(2,1)$ | $(2,3)$ | $(8,5)$ | $(8,6)$ | $(1,2)$ | $(5,4)$ | $(2,7)$ | $(1,8)$ |
| $(8,1)$ | $(8,3)$ | $(3,5)$ | $(3,6)$ | $(3,2)$ | $(6,4)$ | $(8,7)$ | $(6,8)$ |
| $(7,1)$ | $(7,3)$ | $(5,5)$ | $(2,6)$ | $(7,2)$ | $(7,4)$ | $(1,7)$ | $(5,8)$ |
| $(4,1)$ | $(4,3)$ | $(4,5)$ | $(7,6)$ | $(4,2)$ | $(4,4)$ | $(6,7)$ | $(3,8)$ |

Suppose we were to construct $Q$ to be a rank 3 permutation. Rather than write the entire cycle decomposition of $Q$ (as it would involve writing all 643 -squares), we label Figure 2.2 to define $Q$. Here we have labeled the 3 -squares such that for a square labeled $(n, k)$, we have that $Q(n, k)=(n, k+1),(k \bmod 8)($ for consistency, here we have $8 \bmod 8:=8$ instead of 0 as it typically would be). Further, if $n_{1} \neq n_{2}$, then $\left(n_{1}, k_{1}\right),\left(n_{2}, k_{2}\right)$ are in independent cycles. It is easy to see with this notation that $Q$ is an extension of a cyclic permutation $Q^{\prime}$ on $X$. We also note that the $Q$ we constructed is
not the only possible $Q$ we could have constructed, as we have many free choices in the construction.

To close this section, we note that a very simple modification of the proof of Theorem 2.3 would yield a column preserving permutation $Q$ such that not only $Q^{\prime}$ is cyclic, but $Q$ is cyclic as well. In our example seen in Figure 2.2, this modification would be accomplished by changing the definition of $Q$ slightly so that $Q(n, 8)=(n+1,1),(n$ $\bmod 8)$. This formulation is more akin to the classical theorem. However, we choose the formulation given in Theorem 2.3 as it is this formulation we need for further results.

### 2.1.4 Uniform Approximation

Our goal in this section is to prove results that are generalizations of those needed for Halmos' classical Conjugacy Lemma (Lemma 1.5), and whose proofs quickly follow from the classical results and their proofs.

Lemma 2.2. Let $T \in \mathcal{G}_{X}$ where $T^{\prime}$ is periodic of period $n$ (almost) everywhere. Then there exists a set $E$ such that $E=\pi^{-1} E^{\prime}$ for some $E^{\prime} \subset X$, and $\left\{E, T E, \ldots, T^{n-1} E\right\}$ partition $Z$.

Proof. Because $T^{\prime}$ is has period $n$ everywhere, there exists $E^{\prime}$ such that $\left\{E^{\prime}, T^{\prime} E^{\prime}, \ldots,\left(T^{\prime}\right)^{n-1} E^{\prime}\right\}$ partitions $X$. Setting $E:=\pi^{-1} E^{\prime}$ we have

$$
\left\{E, T E, \ldots, T^{n-1} E\right\}
$$

are pairwise disjoint because $T$ extends $T^{\prime}$. Further, because $m(E)=m\left(E^{\prime}\right)=\frac{1}{n}$, we have

$$
m\left(\bigcup_{i=0}^{n-1} T^{i} E\right)=\sum_{i=0}^{n-1} m\left(T^{i} E\right)=1
$$

or $\bigcup_{i=0}^{n-1} T^{i} E=X$.
Next we move to a version of Rokhlin's lemma (Lemma 1.3).
Lemma 2.3. Let $T \in \mathcal{G}_{X}$ where $T^{\prime}$ is antiperiodic. Then for every $n \in \mathbb{N}$ and $\varepsilon>0$ there exists $E$ such that $E=\pi^{-1} E^{\prime}$ for some $E^{\prime},\left\{E, T E, \ldots, T^{n-1} E\right\}$ are pairwise disjoint, and $m\left(\bigcup_{i=0}^{n-1} T^{i} E\right)>1-\varepsilon$.

Proof. Let $n \in \mathbb{N}$ and $\varepsilon>0$. Because $T^{\prime}$ is antiperiodic, there exists $E^{\prime} \subset X$ such that $\left\{E^{\prime}, T^{\prime} E^{\prime}, \ldots,\left(T^{\prime}\right)^{n-1} E^{\prime}\right\}$ are pairwise disjoint and

$$
m\left(\bigcup_{i=0}^{n-1}\left(T^{\prime}\right)^{i} E^{\prime}\right)>1-\varepsilon
$$

Let $E:=\pi^{-1} E^{\prime}$. Because $T$ extends $T^{\prime},\left\{E, T E, \ldots, T^{n-1} E\right\}$ are pairwise disjoint. Further,

$$
\begin{aligned}
& m\left(\bigcup_{i=0}^{n-1} T^{i} E\right)=\sum_{i=0}^{n-1} m\left(T^{i} E\right) \\
= & \sum_{i=0}^{n-1} m\left(\left(T^{\prime}\right)^{i} E^{\prime}\right)=m\left(\bigcup_{i=0}^{n-1}\left(T^{\prime}\right)^{i} E^{\prime}\right)>1-\varepsilon .
\end{aligned}
$$

We conclude this section with a version of Halmos' Uniform Approximation Theorem (Theorem 1.3).

Theorem 2.4 (Uniform Approximation Theorem for Extensions). Let $T \in \mathcal{G}_{X}$ where $T^{\prime}$ is antiperiodic. Then for every $n \in \mathbb{N}$ and $\varepsilon>0$ there exists $R \in \mathcal{G}_{X}$, such that both $R$ and $R^{\prime}$ are periodic with period $n$ almost everywhere, and $d^{\prime}(R, T) \leq \frac{1}{n}+\varepsilon$.

Proof. By Lemma 2.3, there exists $E$ a cylinder set, such that $\left\{E, T E, \ldots, T^{n-1} E\right\}$ are pairwise disjoint, and

$$
m\left(\bigcup_{i=0}^{n-1} T^{i} E\right)>1-\varepsilon
$$

If $z \in \bigcup_{i=0}^{n-2} T^{i} E$, define $R z:=T z$, and if $z \in T^{n-1} E$, define $R z:=T^{-(n-1)} z$, thus making $R$ have period $n$ for all points on which we have thus far defined it. Further, because $T$ extends $T^{\prime}, R$ is also an extension. And for any definition of $R$ on the remainder of $Z$, we have $d^{\prime}(R, T) \leq m\left(T^{n-1} E\right)+\varepsilon \leq \frac{1}{n}+\varepsilon$.

All that remains is to define $R$ on the remainder of $Z$ so that $R$ is an extension, and $R, R^{\prime}$ have period $n$. Since the remainder is a cylinder set, this can be done by defining $R^{\prime}$ on the projection of the remainder, as in the classical case (see the proof of Theorem 1.3), and then letting $R=R^{\prime} \times \mathbb{1}_{Y}$ on this set of measure $\varepsilon$.

### 2.1.5 Conjugacy Lemma

We now prove a generalization of Halmos' Conjugacy Lemma (Lemma 1.5), using the same techniques as Halmos' original proof.

Lemma 2.4 (Conjugacy Lemma for Extensions). Let $T \in \mathcal{G}_{X}, T_{0} \in \mathcal{G}_{X}$ such that $T_{0}^{\prime}$ is antiperiodic, and let $N_{\varepsilon}(T)=\left\{V \in \mathcal{G}_{X}: m\left(V D_{i} \triangle T D_{i}\right)<\varepsilon, i=1, \ldots, N\right\}$ be a dyadic neighborhood of $T$. Then there exists $S \in \mathcal{G}_{X}$ such that $S^{-1} T_{0} S \in N_{\varepsilon}(T)$.

Proof. Let $k_{0} \in \mathbb{N}$ be greater than the ranks of all $D_{i}$ and $\frac{1}{2^{k_{0}-2}}<\varepsilon$. Further, let $Q \in$ $N_{\varepsilon / 2}(T)$, a dyadic permutations of rank $k \geq k_{0}$ with all properties guaranteed by the Weak

Approximation Theorem for Extensions, Theorem 2.3 ( $Q^{\prime}$ is cyclic, $Q$ is $2^{k}$ periodic). Applying the Uniform Approximation Theorem for Extensions, Theorem 2.4, with $2^{k}$ in place of $n$ and $\frac{1}{2^{k}}$ in place of $\varepsilon$, there exists $R \in \mathcal{G}_{X}$ such that $R, R^{\prime}$ have period $2^{k}$ almost everywhere, and $d^{\prime}\left(R, T_{0}\right) \leq \frac{1}{2^{k}}+\frac{1}{2^{k}}<\frac{\varepsilon}{2}$.

We will show $Q$ and $R$ are conjugate by some $S \in \mathcal{G}_{X}$. Let $q=2^{k}$ and $E_{0}, \ldots, E_{q-1}$ be cylinder sets of dyadic intervals of rank $k$ in $X$, arranged so that $Q E_{i}=E_{i+1}$ (i $\bmod q$ ). Note that $m\left(E_{i}\right)=\frac{1}{q}$ By Lemma 2.2 there exists $F_{0}$ a cylinder set, such that $m\left(F_{0}\right)=\frac{1}{q}$ and $F_{0}, R F_{0}, \ldots, R^{q-1} F_{0}$ partition $Z$. Let $F_{i}:=R^{i} F_{0}$. Let $S$ be any measure preserving transformation which maps $E_{0}$ to $F_{0}$ as an extension of some $S^{\prime}$. Then for $z \in E_{i}$, let $S z:=R^{i} S Q^{-i} z$. This can be seen in the following diagram:


Commutation of the diagram shows that $Q=S^{-1} R S$. Further, because $Q, R, S \upharpoonright_{E_{0}}$ are extensions of $Q^{\prime}, R^{\prime}, S^{\prime} \upharpoonright_{\pi E_{0}}, S$ is an extension of $S^{\prime}$.

Now, because $d^{\prime}$ is invariant under group operations, we have

$$
d^{\prime}\left(Q, S^{-1} T_{0} S\right) \leq d^{\prime}\left(S^{-1} R S, S^{-1} T_{0} S\right)=d^{\prime}\left(R, T_{0}\right)<\frac{\varepsilon}{2}
$$

Thus, for any $D_{i}$ we have:

$$
\begin{aligned}
m\left(T D_{i} \triangle S^{-1} T_{0} S D_{i}\right) & \leq m\left(T D_{i} \triangle Q D_{i}\right)+m\left(Q D_{i} \triangle S^{-1} T_{0} S D_{i}\right) \\
& \leq \frac{\varepsilon}{2}+\tilde{d}\left(Q, S^{-1} T_{0} S\right) .
\end{aligned}
$$

But $\tilde{d} \leq d^{\prime}$, so

$$
m\left(T D_{i} \triangle S^{-1} T_{0} S D_{i}\right) \leq \frac{\varepsilon}{2}+d^{\prime}\left(Q, S^{-1} T_{0} S\right)<\frac{\varepsilon}{2}+\frac{\varepsilon}{2}=\varepsilon .
$$

This lemma is so important because as we will see in our main result in Theorem 2.5, the conjugacy class of $\mathcal{W}_{X}$ is $\mathcal{W}_{X}$ itself. Thus, in proving Lemma 2.4, we have indeed proven half of Theorem 2.5.

### 2.1.6 Category Theorem

We are fast approaching our main goal: that $\mathcal{W}_{X}$ is a dense, $G_{\delta}$ subset of $\mathcal{G}_{X}$. Before we can prove it, we need to prove a few technical results. First we have a quick consequence of the Cauchy-Schwarz Inequality, Proposition 2.1, but it will be important enough to make a special note of it.

Proposition 2.4. Let $f, g \in L^{2}(Z \mid X)$. Then

$$
\|\mathbb{E}(f \cdot \bar{g} \mid X)\|_{L^{2}(X)} \leq\| \| f\left\|_{L^{2}(Z \mid X)}\right\|_{L^{\infty}(X)}\|g\|_{L^{2}(Z)}
$$

Proof. By the Cauchy-Schwarz Inequality for $L^{2}(Z \mid X)$, we have

$$
|\mathbb{E}(f \cdot \bar{g} \mid X)| \leq \mathbb{E}\left(|f|^{2} \mid X\right)^{1 / 2} \mathbb{E}\left(|g|^{2} \mid X\right)^{1 / 2}
$$

pointwise. Now, by definition of $L^{2}(Z \mid X), \mathbb{E}\left(|f|^{2} \mid X\right)^{1 / 2} \in L^{\infty}(X)$. Letting

$$
M:=\| \| f\left\|_{L^{2}(Z \mid X)}\right\|_{L^{\infty}(X)},
$$

we have

$$
\begin{equation*}
|\mathbb{E}(f \cdot \bar{g} \mid X)| \leq M \mathbb{E}\left(|g|^{2} \mid X\right)^{1 / 2} \tag{2.7}
\end{equation*}
$$

Now note that by Fubini,

$$
\begin{aligned}
\left\|\mathbb{E}\left(|g|^{2} \mid X\right)^{1 / 2}\right\|_{L^{2}(X)} & =\left(\int_{X}\left(\left(\int_{Y}|g|^{2}(x, y) d \mu_{Y}\right)^{1 / 2}\right)^{2} d \mu_{X}\right)^{1 / 2} \\
& =\left(\int_{Z}|g|^{2} d m_{2}\right)^{1 / 2}=\|g\|_{L^{2}(Z)}
\end{aligned}
$$

where $Y=X, \mu_{X}=\mu_{Y}=m_{1}$ (the notation here was changed to clarify what integrals were intended). And so taking $L^{2}(X)$ norm on both sides of (2.7), we have

$$
\|\mathbb{E}(f \cdot \bar{g} \mid X)\|_{L^{2}(X)} \leq M\left\|\mathbb{E}\left(|g|^{2} \mid X\right)^{1 / 2}\right\|_{L^{2}(X)}=\| \| f\left\|_{L^{2}(Z \mid X)}\right\|_{L^{\infty}(X)}\|g\|_{L^{2}(Z)}
$$

as desired.
Our immediate goal is to prove that $T \in \mathcal{W}_{X}$ is equivalent to the existence of a subsequence $n_{k}$ such that for all $f, g \in L^{2}(Z \mid X)$,

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left\|\mathbb{E}\left(T^{n_{k}} f \cdot \bar{g} \mid X\right)-\left(T^{\prime}\right)^{n_{k}} \mathbb{E}(f \mid X) \cdot \mathbb{E}(\bar{g} \mid X)\right\|_{L^{2}(X)}=0 \tag{2.8}
\end{equation*}
$$

To this end, we first show that if (2.8) holds for an $L^{2}(Z)$-dense subset of $L^{2}(Z \mid X)$, it holds for all of $L^{2}(Z \mid X)$.
Lemma 2.5. Let $T \in \mathcal{G}_{X}$, and let $D \subset L^{2}(Z \mid X)$, with

$$
\left\|\|\bar{f}\|_{L^{2}(Z \mid X)}\right\|_{L^{\infty}(X)} \leq 1
$$

for all $f \in D$, such that $D$ is dense in the unit ball of $L^{2}(Z \mid X)$, with respect to the $L^{2}(Z)$ norm topology. Further suppose that there exists a subsequence $\left(n_{k}\right)$ such that for all $f_{i}, f_{j} \in D$,

$$
\lim _{k \rightarrow \infty}\left\|\mathbb{E}\left(T^{n_{k}} f_{i} \cdot \overline{f_{j}} \mid X\right)-\left(T^{\prime}\right)^{n_{k}} \mathbb{E}\left(f_{i} \mid X\right) \cdot \mathbb{E}\left(\overline{f_{j}} \mid X\right)\right\|_{L^{2}(X)}=0
$$

Then for all $h, g \in L^{2}(Z \mid X)$

$$
\lim _{k \rightarrow \infty}\left\|\mathbb{E}\left(T^{n_{k}} h \cdot \bar{g} \mid X\right)-\left(T^{\prime}\right)^{n_{k}} \mathbb{E}(h \mid X) \cdot \mathbb{E}(\bar{g} \mid X)\right\|_{L^{2}(X)}=0
$$

Proof. Fix $h, g \in L^{2}(Z \mid X)$ and let $\left(h_{j}\right),\left(g_{j}\right) \subset D$ such that

$$
h_{j} \xrightarrow{L^{2}(Z)} h, g_{j} \xrightarrow{L^{2}(Z)} g .
$$

We first claim that

$$
\lim _{j \rightarrow \infty}\left\|\mathbb{E}\left(T^{n} h_{j} \cdot \overline{g_{j}} \mid X\right)-\mathbb{E}\left(T^{n} h \cdot \bar{g} \mid X\right)\right\|_{L^{2}(X)}=0
$$

uniformly with respect to $n$. Indeed, we have

$$
\begin{aligned}
& \left\|\mathbb{E}\left(T^{n} h_{j} \cdot \overline{g_{j}} \mid X\right)-\mathbb{E}\left(T^{n} h \cdot \bar{g} \mid X\right)\right\|_{L^{2}(X)} \\
\leq & \left\|\mathbb{E}\left(T^{n} h_{j} \cdot \overline{g_{j}}-T^{n} h_{j} \cdot \bar{g} \mid X\right)\right\|_{L^{2}(X)}+\left\|\mathbb{E}\left(T^{n} h_{j} \cdot \bar{g}-T^{n} h \cdot \bar{g} \mid X\right)\right\|_{L^{2}(X)} \\
= & \left\|\mathbb{E}\left(T^{n} h_{j} \cdot\left(\overline{g_{j}}-\bar{g}\right) \mid X\right)\right\|_{L^{2}(X)}+\left\|\mathbb{E}\left(\bar{g} \cdot\left(T^{n} h_{j}-T^{n} h\right) \mid X\right)\right\|_{L^{2}(X)} .
\end{aligned}
$$

Now by Proposition 2.4

$$
\begin{aligned}
&\left\|\mathbb{E}\left(T^{n} h_{j} \cdot\left(\overline{g_{j}}-\bar{g}\right) \mid X\right)\right\|_{L^{2}(X)} \leq\| \| T^{n} h_{j}\left\|_{L^{2}(Z \mid X)}\right\|_{L^{\infty}(X)}\left\|\overline{g_{j}}-\bar{g}\right\|_{L^{2}(Z)} \\
&\left\|\mathbb{E}\left(\bar{g} \cdot\left(T^{n} h_{j}-T^{n} h\right) \mid X\right)\right\|_{L^{2}(X)} \leq\| \| \bar{g}\left\|_{L^{2}(Z \mid X)}\right\|_{L^{\infty}(X)}\left\|T^{n}\left(h-h_{j}\right)\right\|_{L^{2}(Z)}
\end{aligned}
$$

In turn, as $\left\|\left\|T^{n} h_{j}\right\|_{L^{2}(Z \mid X)}\right\|_{L^{\infty}(X)}=\| \| h_{j}\left\|_{L^{2}(Z \mid X)}\right\|_{L^{\infty}(X)}$ and $T$ is an isometry, we get

$$
\begin{array}{ll}
\left\|\left\|T^{n} h_{j}\right\|_{L^{2}(Z \mid X)}\right\|_{L^{\infty}(X)}\left\|\overline{g_{j}}-\bar{g}\right\|_{L^{2}(Z)} & \leq\| \| h_{j}\left\|_{L^{2}(Z \mid X)}\right\|_{L^{\infty}(X)}\left\|\overline{g_{j}}-\bar{g}\right\|_{L^{2}(Z)}, \\
\left\|\|\bar{g}\|_{L^{2}(Z \mid X)}\right\|_{L^{\infty}(X)}\left\|T^{n}\left(h-h_{j}\right)\right\|_{L^{2}(Z)} & \leq\| \| \bar{g}\left\|_{L^{2}(Z \mid X)}\right\|_{L^{\infty}(X)}\left\|h-h_{j}\right\|_{L^{2}(Z)}
\end{array}
$$

Because $h_{j} \rightarrow h, g_{j} \rightarrow g$ in $L^{2}(Z)$, we have the desired result. Note that a similar argument using Proposition 2.4 will show $\mathbb{E}\left(\overline{g_{j}} \mid X\right) \rightarrow \mathbb{E}(\bar{g} \mid X),\left(T^{\prime}\right)^{n} \mathbb{E}\left(h_{j} \mid X\right) \rightarrow$ $\left.\left(T^{\prime}\right)^{n} \mathbb{E}(h \mid X)\right)$ in $L^{2}(X)$. For the reader's convenience, we show the argument again. In the first case we have

$$
\begin{gathered}
\quad\left\|\mathbb{E}\left(\overline{g_{j}} \mid X\right)-\mathbb{E}(\bar{g} \mid X)\right\|_{L^{2}(X)}=\left\|\mathbb{E}\left(\overline{g_{j}}-\bar{g} \mid X\right)\right\| \\
\leq\| \| 1\left\|_{L^{2}(Z \mid X)}\right\|_{L^{\infty}(X)}\left\|\overline{g_{j}}-\bar{g}\right\|_{L^{2}(X)}=\left\|\overline{g_{j}}-\bar{g}\right\|_{L^{2}(X)},
\end{gathered}
$$

and in the latter case we have

$$
\begin{aligned}
& \left\|\left(T^{\prime}\right)^{n} \mathbb{E}\left(h_{j} \mid X\right)-\left(T^{\prime}\right)^{n} \mathbb{E}(h \mid X)\right\|_{L^{2}(X)}=\left\|\mathbb{E}\left(h_{j}-h \mid X\right)\right\| \\
\leq & \left\|\|1\|_{L^{2}(Z \mid X)}\right\|_{L^{\infty}(X)}\left\|h_{j}-h\right\|_{L^{2}(X)}=\left\|h_{j}-h\right\|_{L^{2}(X)} .
\end{aligned}
$$

Now,

$$
\begin{aligned}
& \left\|\mathbb{E}\left(T^{n} h \cdot \bar{g} \mid X\right)-\left(T^{\prime}\right)^{n} \mathbb{E}(h \mid X) \cdot \mathbb{E}(\bar{g} \mid X)\right\|_{L^{2}(X)} \\
\leq & \left\|\mathbb{E}\left(T^{n} h \cdot \bar{g} \mid X\right)-\mathbb{E}\left(T^{n} h_{j} \cdot \overline{g_{j}} \mid X\right)\right\|_{L^{2}(X)} \\
+ & \left\|\mathbb{E}\left(T^{n} h_{j} \cdot \overline{g_{j}} \mid X\right)-\left(T^{\prime}\right)^{n} \mathbb{E}\left(h_{j} \mid X\right) \cdot \mathbb{E}\left(\overline{g_{j}} \mid X\right)\right\|_{L^{2}(X)} \\
+ & \left\|\left(T^{\prime}\right)^{n} \mathbb{E}\left(h_{j} \mid X\right) \cdot \mathbb{E}\left(\overline{g_{j}} \mid X\right)-\left(T^{\prime}\right)^{n} \mathbb{E}(h \mid X) \cdot \mathbb{E}(\bar{g} \mid X)\right\|_{L^{2}(X)} .
\end{aligned}
$$

By hypothesis, there is a subsequence $n_{k}$ (independent of $j$ ) such that the middle term converges to 0 . Further, the first and third terms converge to 0 as $j \rightarrow \infty$ uniformly in $n$, so

$$
\lim _{k \rightarrow \infty}\left\|\mathbb{E}\left(T^{n_{k}} h \cdot \bar{g} \mid X\right)-\left(T^{\prime}\right)^{n_{k}} \mathbb{E}(h \mid X) \cdot \mathbb{E}(\bar{g} \mid X)\right\|_{L^{2}(X)}=0
$$

as desired.
Next, recall that a function $f \in L^{2}(Z \mid X)$ is called generalized eigenfunction for a given $T \in \mathcal{G}_{X}$ (see [27, p.179]) if the $L^{\infty}(X)$-module spanned by $\left\{T^{n} f: n \in \mathbb{N}\right\}$ has finite rank. In other words, there exists $g_{1}, \ldots, g_{l} \in L^{2}(Z \mid X)$ such that for all $n$, there exists $c_{j}^{n} \in L^{\infty}(X), 1 \leq j \leq l$ such that

$$
T^{n} f(x, y)=\sum_{j} c_{j}^{n}(x) g_{j}(x, y)
$$

Lemma 2.6. Let $T \in \mathcal{G}_{X}$. Then $T \in \mathcal{W}_{X}$ if and only if there exists a subsequence $n_{k}$ such that for all $f, g \in L^{2}(Z \mid X)$

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left\|\mathbb{E}\left(T^{n_{k}} f \cdot \bar{g} \mid X\right)-\left(T^{\prime}\right)^{n_{k}} \mathbb{E}(f \mid X) \cdot \mathbb{E}(\bar{g} \mid X)\right\|_{L^{2}(X)}=0 \tag{2.9}
\end{equation*}
$$

Proof. Let $T \in \mathcal{W}_{X}$. Lemma 2.5 tells us that we need only show that there exists a subsequence such that (2.9) holds for an $L^{2}(Z)$-dense subset of $L^{2}(Z \mid X)$. Let $\left(f_{i}\right)_{i=1}^{\infty}$ be an enumeration of that dense subset, and let $l \mapsto\left(f_{i}, f_{j}\right), 1 \leq l<\infty$ order the set $\left\{\left(f_{i}, f_{j}\right) \mid i, j \in \mathbb{N}\right\}$ arbitrarily. Now, by the definition of a weakly mixing extension and the Koopman-von Neumann Lemma (see, e.g., [17, p.54]), for each $l$ there exists a subsequence $n_{m}^{l l}$ of upper asymptotic density 1 such that

$$
\lim _{m \rightarrow \infty}\left\|\mathbb{E}\left(T^{n_{m}^{\prime \prime}} f_{i} \cdot \overline{f_{j}} \mid X\right)-\left(T^{\prime}\right)^{n_{m}^{\prime \prime}} \mathbb{E}\left(f_{i} \mid X\right) \cdot \mathbb{E}\left(\overline{f_{j}} \mid X\right)\right\|_{L^{2}(X)}=0
$$

Stated differently, for the pair $f_{i}, f_{j}$ corresponding to $l$, we have the desired convergence along the dense subsequence $\left(n_{m}^{\prime l}\right)$. We now define a new density 1 subsequence for each $l$ inductively. Let $\left(n_{m}^{1}\right):=\left(n_{m}^{\prime 1}\right)$, and for $l>1$, define $n_{m}^{l}$ to be a common density 1 subsequence of $\left(n_{m}^{l-1}\right)$ and $\left(n_{m}^{l}\right)$. Now define $\left(n_{k}\right)$ be a diagonal sequence obtained from $\left(n_{m}^{l}\right)$, i.e., $n_{k}:=n_{k}^{k}$. We now show that for all $f_{i}, f_{j},(2.9)$ holds along $\left(n_{k}\right)$. Indeed, fix $\varepsilon>0, i, j \in \mathbb{N}$ and let $l$ correspond to $i, j$. There exists $N$ such that for $m \geq N$,

$$
\left\|\mathbb{E}\left(T^{n_{m}^{l}} f_{i} \cdot \overline{f_{j}} \mid X\right)-\left(T^{\prime}\right)^{n_{m}^{l}} \mathbb{E}\left(f_{i} \mid X\right) \cdot \mathbb{E}\left(\overline{f_{j}} \mid X\right)\right\|_{L^{2}(X)}<\varepsilon
$$

Now let $K:=\max \{l, N\}$. Now for $k \geq K$, there exists $m_{0}$ such that $n_{k}=n_{m_{0}}^{l}$ and $m_{0} \geq N$. Therefore, for $k \geq K$,

$$
\left\|\mathbb{E}\left(T^{n_{k}} f \cdot \bar{g} \mid X\right)-\left(T^{\prime}\right)^{n_{k}} \mathbb{E}(f \mid X) \cdot \mathbb{E}(\bar{g} \mid X)\right\|_{L^{2}(X)}<\varepsilon
$$

To prove the converse, suppose $T \in \mathcal{G}_{X} \backslash \mathcal{W}_{X}$. Then there exists $f \in L^{2}(Z \mid X) \backslash L^{\infty}(X)$ that is a generalized eigenfunction for $T$, see [27, p.192]. Without loss of generality, $\|f\|_{L^{1}(Z)}=1$. Let $g_{1}, \ldots, g_{l} \in L^{2}(Z \mid X)$ be a basis for the module spanned by $T^{n} f$. We want $g_{i}$ to be "relatively orthonormal". That is, we want $\mathbb{E}\left(g_{i} \cdot \bar{g}_{j} \mid X\right)=0$ a.e. when
$i \neq j$ and $\mathbb{E}\left(\left|g_{j}\right|^{2} \mid X\right)=1$ a.e. This can be accomplished with a relative Gram-Schmidt process. We start by defining $h_{1}^{\prime}:=g_{1}$. For any $x$ such that $\mathbb{E}\left(\left|h_{1}^{\prime}\right|^{2} \mid X\right)(x)=0$, we have that $h_{1}^{\prime}(x, y):=h_{1, x}^{\prime}(y) \equiv 0$. Thus by setting the corresponding $c_{1}^{n}(x)=0$ for all $n$ we can define $h_{1, x}(y)$ arbitrarily, so long as it is not identically 0 . For all other $x$, define $h_{1, x}(y):=h_{1, x}^{\prime}(y)$. Now, having defined $h_{j}, 1 \leq j \leq i-1$, we define $h_{i}^{\prime}$ by

$$
h_{i}^{\prime}:=g_{i}-\sum_{j=1}^{i-1} \frac{\mathbb{E}\left(g_{i} \cdot \bar{h}_{j} \mid X\right)}{\mathbb{E}\left(\left|h_{j}\right|^{2} \mid X\right)} h_{j} .
$$

Similar to the above, if there are any $x$ such that $\mathbb{E}\left(\left|h_{i}^{\prime}\right|^{2} \mid X\right)(x)=0$, we define $h_{i, x}(y) \not \equiv 0$ (again changing $c_{i}^{n}(x)$ to 0 for all $n$ ), but now with the additional condition that $h_{i, x}$ is orthogonal to $h_{j, x}$ for $1 \leq j \leq i-1$. For all other $x, h_{i, x}(y):=h_{i, x}^{\prime}(y)$. Notice that if we have $1 \leq k<i$, then for $x$ such that we did not need to redefine $h_{i, x}$, we have:

$$
\begin{aligned}
& \mathbb{E}\left(h_{i} \cdot \bar{h}_{k} \mid X\right)(x)=\mathbb{E}\left(\left.\left(g_{i}-\sum_{j=1}^{i-1} \frac{\mathbb{E}\left(g_{i} \cdot \bar{h}_{j} \mid X\right)}{\mathbb{E}\left(\left|h_{j}\right|^{2} \mid X\right)} h_{j}\right) \cdot \bar{h}_{k} \right\rvert\, X\right)(x) \\
= & \mathbb{E}\left(g_{i} \cdot \bar{h}_{k} \mid X\right)(x)-\mathbb{E}\left(\left.\left(\sum_{j=1}^{i-1} \frac{\mathbb{E}\left(g_{i} \cdot \bar{h}_{j} \mid X\right)}{\mathbb{E}\left(\left|h_{j}\right|^{2} \mid X\right)} h_{j}\right) \cdot \bar{h}_{k} \right\rvert\, X\right)(x) \\
= & \mathbb{E}\left(g_{i} \cdot \bar{h}_{k} \mid X\right)(x)-\mathbb{E}\left(\left.\frac{\mathbb{E}\left(g_{i} \cdot \bar{h}_{k} \mid X\right)}{\mathbb{E}\left(\left|h_{k}\right|^{2} \mid X\right)} h_{k} \cdot \bar{h}_{k} \right\rvert\, X\right)(x) \\
= & \mathbb{E}\left(g_{i} \cdot \bar{h}_{k} \mid X\right)(x)-\frac{\mathbb{E}\left(g_{i} \cdot \bar{h}_{k} \mid X\right)}{\mathbb{E}\left(\left|h_{k}\right|^{2} \mid X\right)} \mathbb{E}\left(h_{k} \cdot \bar{h}_{k} \mid X\right)(x)=0 .
\end{aligned}
$$

Note that we get from the second line to the third as we assume we have already checked relative orthoganlity of $h_{j}, h_{k}$ for $1 \leq j, k \leq i-1$. Further note that for $x$ for which we did redefine $h_{i, x}$, we have that $\mathbb{E}\left(h_{i} \cdot \bar{h}_{k} \mid X\right)(x)=0$ by choice of $h_{i, x}$. Finally we normalize and redefine $g_{j}$ so that

$$
g_{j}(x, y):=\frac{h_{j}(x, y)}{\mathbb{E}\left(\left|h_{j}\right|^{2} \mid X\right)(x)^{1 / 2}}
$$

Now define a function $j: \mathbb{N} \rightarrow\{1, \ldots, l\}$ such that $\left\|c_{j(n)}^{n}\right\|_{L^{2}(Z)} \geq\left\|c_{i}^{n}\right\|_{L^{2}(Z)}, 1 \leq i \leq l$. Note that for each $n,\left\|c_{j(n)}^{n}\right\|_{L^{2}(Z)} \geq 1 / l$ as else

$$
\left\|T^{n} f\right\|_{L^{1}(Z)} \leq \sum_{i}\left\|c_{i}^{n} g_{i}\right\|_{1} \leq \sum_{i}\left\|c_{i}^{n}\right\|_{2}\left\|g_{i}\right\|_{2}<1
$$

Fix $n$ and suppose for now that $\mathbb{E}(f \mid X) \equiv 0$ almost everywhere. Note that this is guaranteed to be possible because if $f=f_{0}+\mathbb{E}(f \mid X)$ is a generalized eigenfunction with basis $\left\{g_{1}, \ldots g_{l}\right\}$, then $f_{0}$ is a generalized eigenfunction with spanning set $\left\{g_{1}, \ldots, g_{l}, \mathbb{E}(f \mid X)\right\}$,
and $\mathbb{E}\left(f_{0} \mid X\right) \equiv 0$ by design. Now, by relative orthonormality we have

$$
\begin{aligned}
& \left\|\mathbb{E}\left(T^{n} f \cdot \bar{g}_{j(n)} \mid X\right)-\left(T^{\prime}\right)^{n} \mathbb{E}(f \mid X) \cdot \mathbb{E}\left(\bar{g}_{j(n)} \mid X\right)\right\|_{L^{2}(X)} \\
= & \left\|\mathbb{E}\left(T^{n} f \cdot \bar{g}_{j(n)} \mid X\right)\right\|_{L^{2}(X)} \\
= & \left\|\mathbb{E}\left(\left(\sum_{i=1}^{l} c_{i}^{n} g_{i}\right) \cdot \bar{g}_{j(n)} \mid X\right)\right\|_{L^{2}(X)} \\
= & \left\|\mathbb{E}\left(c_{j(n)}^{n} g_{j(n)} \cdot \bar{g}_{j(n)} \mid X\right)\right\|_{L^{2}(X)} \\
= & \left\|c_{j}^{n} \mathbb{E}\left(\left|g_{j(n)}\right|^{2} \mid X\right)\right\|_{L^{2}(X)} \\
= & \left\|c_{j}^{n}\right\|_{L^{2}(Z)} \geq \frac{1}{l} .
\end{aligned}
$$

Define $B_{i}:=j^{-1}(i)$. By the above work, if $n \in B_{i}$,

$$
\left\|\mathbb{E}\left(T^{n} f \cdot \bar{g}_{i} \mid X\right)\right\|_{L^{2}(X)} \geq \frac{1}{l} .
$$

Now given any subsequence $\left(n_{k}\right)$ there will be at least one $i \in\{1, \ldots, l\}$ such that $\left(n_{k}\right)$ intersects $B_{i}$ infinitely often. Thus, $\left\|\mathbb{E}\left(T^{n_{k}} f \cdot \overline{g_{i}} \mid X\right)\right\|$ does not converge to 0 as $k \rightarrow \infty$.

If $\mathbb{E}(f \mid X) \neq 0$, we write $f=f_{0}+h$ where $\mathbb{E}\left(f_{0} \mid X\right)=0$ and $h:=\mathbb{E}(f \mid X)$. Then

$$
\begin{aligned}
& \mathbb{E}\left(T^{n} f \cdot \bar{g} \mid X\right)-\left(T^{\prime}\right)^{n} \mathbb{E}(f \mid X) \cdot \mathbb{E}(\bar{g} \mid X) \\
= & \mathbb{E}\left(T^{n}\left(f_{0}+h\right) \cdot \bar{g} \mid X\right)-\left(T^{\prime}\right)^{n} \mathbb{E}\left(f_{0}+h \mid X\right) \cdot \mathbb{E}(\bar{g} \mid X) .
\end{aligned}
$$

By linearity of the conditional expectation, this is the same as

$$
\mathbb{E}\left(T^{n} f_{0} \cdot \bar{g} \mid X\right)-\left(T^{\prime}\right)^{n} \mathbb{E}\left(f_{0} \mid X\right) \cdot \mathbb{E}(\bar{g} \mid X)+\mathbb{E}\left(T^{n} h \cdot \bar{g} \mid X\right)-\left(T^{\prime}\right)^{n} \mathbb{E}(h \mid X) \cdot \mathbb{E}(\bar{g} \mid X)
$$

The second term is 0 as $\mathbb{E}\left(f_{0} \mid X\right) \equiv 0$. Further, because $h \in L^{\infty}(X), \mathbb{E}\left(T^{n} h \cdot \bar{g} \mid X\right)=$ $\left(T^{\prime}\right)^{n} h \cdot \mathbb{E}(\bar{g} \mid X)=\left(T^{\prime}\right)^{n} \mathbb{E}(h \mid X) \cdot \mathbb{E}(\bar{g} \mid X)$, which cancels with the fourth term. We are left with $\mathbb{E}\left(T^{n} f_{0} \bar{g} \mid X\right)$ and have reduced this to the previous case.

Finally, we arrive at our goal.
Theorem 2.5 (Weakly Mixing Extensions are Residual). $\mathcal{W}_{X}$ is a dense, $G_{\delta}$ subset of $\mathcal{G}_{X}$.
Proof. We begin by proving that if $T \in \mathcal{W}_{X}$ and $S \in \mathcal{G}_{X}$, then $S^{-1} T S \in \mathcal{W}_{X}$. With the note that there are weakly mixing extensions of antiperiodic factors, we then use Lemma 2.4 to conclude $\mathcal{W}_{X}$ is dense.

We need to prove that there exists a subsequence of

$$
\begin{aligned}
& \left\|\mathbb{E}\left(\left(S^{-1} T S\right)^{n} f \cdot \bar{g} \mid X\right)-\left(\left(S^{\prime}\right)^{-1} T^{\prime} S^{\prime}\right)^{n} \mathbb{E}(f \mid X) \cdot \mathbb{E}(\bar{g} \mid X)\right\|_{L^{2}(X)} \\
= & \left\|\mathbb{E}\left(S^{-1} T^{n} S f \cdot \bar{g} \mid X\right)-\left(S^{\prime}\right)^{-1}\left(T^{\prime}\right)^{n} S^{\prime} \mathbb{E}(f \mid X) \cdot \mathbb{E}(\bar{g} \mid X)\right\|_{L^{2}(X)}
\end{aligned}
$$

which converges to 0 . Indeed, the above is equal to

$$
\begin{aligned}
& \left\|\mathbb{E}\left(S^{-1} T^{n} S f \cdot\left(S^{-1} S\right) \bar{g} \mid X\right)-\left(S^{\prime}\right)^{-1}\left(T^{\prime}\right)^{n} S^{\prime} \mathbb{E}(f \mid X) \cdot\left(\left(S^{\prime}\right)^{-1} S^{\prime}\right) \mathbb{E}(\bar{g} \mid X)\right\|_{L^{2}(X)} \\
= & \left\|\left(S^{\prime}\right)^{-1} \mathbb{E}\left(T^{n}(S f) \cdot(S \bar{g}) \mid X\right)-\left(S^{\prime}\right)^{-1}\left(T^{\prime}\right)^{n} \mathbb{E}(S f \mid X) \cdot \mathbb{E}(S \bar{g} \mid X)\right\| \\
\leq & \left\|\left(S^{\prime}\right)^{-1}\right\|\left\|\mathbb{E}\left(T^{n}(S f) \cdot(S \bar{g}) \mid X\right)-\left(T^{\prime}\right)^{n} \mathbb{E}(S f \mid X) \cdot \mathbb{E}(S \bar{g} \mid X)\right\| \\
= & \left\|\mathbb{E}\left(T^{n}(S f) \cdot(S \bar{g}) \mid X\right)-\left(T^{\prime}\right)^{n} \mathbb{E}(S f \mid X) \cdot \mathbb{E}(S \bar{g} \mid X)\right\| .
\end{aligned}
$$

But $T$ is a weakly mixing extension of $T^{\prime}$ so there exists a subsequence for which the above converges to 0 .

To prove that $\mathcal{W}_{X}$ is $G_{\delta}$, let $\left\{f_{i}\right\} \subset L^{2}(Z \mid X)$ be dense with respect to $L^{2}(Z)$ and for $i, j, k, n \in \mathbb{N}$, consider the sets

$$
A_{i, j, k, n}:=\left\{S \in \mathcal{G}_{X}:\left\|\mathbb{E}\left(S^{n} f_{i} \cdot \overline{f_{j}} \mid X\right)-\left(S^{\prime}\right)^{n} \mathbb{E}\left(f_{i} \mid X\right) \cdot \mathbb{E}\left(\overline{f_{j}} \mid X\right)\right\|_{L^{2}(X)}<\frac{1}{k}\right\}
$$

Due to Lemmas 2.5, 2.6, we see that $\bigcap_{i, j, k} \bigcup_{n \geq k} A_{i, j, k, n}=\mathcal{W}_{X}$.
Thus it is sufficient to prove that each $A_{i, j, k, n}$ is open. For this, we show that for fixed $n \in \mathbb{N}, f, g \in L^{2}(Z \mid X)$ and $\varepsilon>0$, the set

$$
\left\{S \in \mathcal{G}_{X}:\left\|\mathbb{E}\left(S^{n} f \cdot \bar{g} \mid X\right)-\left(S^{\prime}\right)^{n} \mathbb{E}(f \mid X) \cdot \mathbb{E}(\bar{g} \mid X)\right\|<\varepsilon\right\}
$$

is open in the weak topology. To this end, we show that the complement

$$
V(n, f, g, \varepsilon):=\left\{S \in \mathcal{G}_{X}:\left\|\mathbb{E}\left(S^{n} f \cdot \bar{g} \mid X\right)-\left(S^{\prime}\right)^{n} \mathbb{E}(f \mid X) \cdot \mathbb{E}(\bar{g} \mid X)\right\| \geq \varepsilon\right\}
$$

is closed. Let $\left(S_{m}\right) \subset V(n, f, g, \varepsilon)$ be a sequence of Koopman operators with $\left(S_{m}\right)$ converging weakly to a Koopman operator $S$. Note that this implies that $S_{m} \rightarrow S$ strongly (as Koopman operators are all isometries).

First note that in general, if we have functions $g, h, h_{1}, h_{2}, \ldots \in L^{2}(Z \mid X)$, and $h_{m} \rightarrow$ $h$ in $L^{2}(Z)$, then $\mathbb{E}\left(h_{m} \cdot g \mid X\right) \rightarrow \mathbb{E}(h \cdot g \mid X)$ in $L^{2}(X)$. Indeed, by Proposition 2.4,

$$
\begin{aligned}
\left\|\mathbb{E}\left(g \cdot h_{m} \mid X\right)-\mathbb{E}(g \cdot h \mid X)\right\|_{L^{2}(X)} & =\left\|\mathbb{E}\left(g \cdot\left(h-h_{m}\right) \mid X\right)\right\|_{L^{2}(X)} \\
& \leq\| \| g\left\|_{L^{2}(Z \mid X)}\right\|_{L^{\infty}(X)}\left\|h_{m}-h\right\|_{L^{2}(Z)} .
\end{aligned}
$$

Second, note that $S_{m} \rightarrow S$ strongly implies $\left(S_{m}\right)^{\prime} \rightarrow S^{\prime}$ strongly. To see this, let $h \in$ $L^{2}(X)$ and let $\hat{h} \in L^{2}(Z)$ be defined so that $\hat{h}(x, y):=h(x)$ (that is, $\hat{h}$ is constant on fibers). Then by Fubini, $\left\|\left(S_{m}\right)^{\prime} h-S^{\prime} h\right\|_{L^{2}(X)}=\left\|S_{m} \hat{h}-S \hat{h}\right\|_{L^{2}(Z)}$.

Lastly note that if $S_{m} \rightarrow S$ strongly, then $S_{m}^{n} \rightarrow S^{n}$ strongly. This is a specific case of the fact that if $T_{n} \rightarrow T, S_{n} \rightarrow S$ strongly (With $T_{n}, S_{n}$ uniformly bounded), then $T_{n} S_{n} \rightarrow T S$ strongly. Indeed, for $f \in L^{2}(Z)$,

$$
\begin{aligned}
\left\|\left(T_{n} S_{n}-T S\right) f\right\| & =\left\|\left(T_{n} S_{n}-T_{n} S+T_{n} S-T S\right) f\right\| \\
& \leq\left\|T_{n}\left(S_{n}-S\right) f\right\|+\left\|\left(T_{n}-T\right) S f\right\|
\end{aligned}
$$

Letting $\varepsilon>0, N_{1} \in \mathbb{N}$ be such that for $n>N_{1},\left\|\left(S_{n}-S\right) f\right\| \leq \frac{\varepsilon}{2}$ (as $\left\|T_{n}\right\|=1$ for all $n$ ), $N_{2}$ such that for $n>N_{2},\left\|\left(T_{n}-T\right) S f\right\|<\frac{\varepsilon}{2}$, we get $\left\|\left(T_{n} S_{n}-T S\right) f\right\|<\varepsilon$ for $n>\max N_{1}, N_{2}$.

With these facts, we see that $\mathbb{E}\left(S_{m}^{n} f \cdot \bar{g} \mid X\right)-\left(S_{m}^{\prime}\right)^{n} \mathbb{E}(f \mid X) \cdot \mathbb{E}(\bar{g} \mid X)$ converges to $\mathbb{E}\left(S^{n} f \cdot \bar{g} \mid X\right)-\left(S^{\prime}\right)^{n} \mathbb{E}(f \mid X) \cdot \mathbb{E}(\bar{g} \mid X)$ strongly (consider $h_{m}:=S_{m}^{n} f$ in our above observation). Thus, $S \in V(n, f, g, \varepsilon)$, and so $V(n, f, g, \varepsilon)$ is closed.

Remark 2.4. Our assumption that $(X, m)$ was the Lebesgue measure on the unit interval was only important for the proof of density, where we need a non-atomic probability space to have an antiperiodic factor. Proving $\mathcal{W}_{X}$ is $G_{\delta}$ never required anything of $X$, and so the proof will hold for $(X, m)$ being replaced by any probability space.

### 2.1.7 General Case for the Fiber Space

There is still a case left to consider. Namely the case where the "vertical" measure is neither purely non-atomic nor purely discrete. Let $(X, m)$ be as before, and let $(Y, \eta)$ be a probability space with $Y=A \dot{\cup} B$, where $B$ is an at most countable set, each of which is an atom of $\eta$, and $\eta \upharpoonright_{A}$ is non-atomic (in particular, $0<\eta(A)<1$ ). Let $(Z, \mu, T)=(X \times Y, m \times \eta, T)$, where $T \in \mathcal{G}_{X}$ is an extension of $T^{\prime}$. Let $C:=X \times A$ and $D:=X \times B$

We first show that $T$ cannot mix points on the discrete and non-discrete parts of $Y$.
Proposition 2.5. Let $C, D \subset Z$ be as defined above. Then up to a set of measure zero, $T C \subset C$ and $T D \subset D$.

Proof. First, suppose there exists $D^{\prime} \subset D$ such that $\mu\left(D^{\prime}\right)>0$ and $T D^{\prime} \subset C$. We can assume without loss of generality that there exists $k$, a level of $D$, such that $D^{\prime} \subset k$ (see Section 2.1.2 for an explanation of this notation). We claim that $m\left(T D^{\prime}\right)=0$, so that $T$ is not measure-preserving. Note that because $T$ is an extension of invertible $T^{\prime}$ and $D^{\prime}$ is contained to a single level of $D$, then for each fixed $x \in X, T D^{\prime} \cap \pi^{-1}(x)$ contains at most one point. Therefore by Fubini

$$
\mu\left(T D^{\prime}\right)=\int_{Z} \chi_{T D^{\prime}} d \mu=\int_{X}\left(\int_{Y} \chi_{T D^{\prime}}(x, y) d \eta\right) d m
$$

But by our previous note and the fact that $\left(A, \eta \upharpoonright_{A}\right)$ is non-atomic, $\int_{Y} \chi_{T D^{\prime}}(x, y) d \eta=0$ for all $x$, and thus $\mu\left(T D^{\prime}\right)=0$.

Now suppose there exists $C^{\prime} \subset C$ such that $\mu\left(C^{\prime}\right)>0$ and $T C^{\prime} \subset D$. Note that there exists $x_{0} \in X$ such that $\pi^{-1}\left(x_{0}\right) \cap C^{\prime}$ is uncountable (else $\mu\left(C^{\prime}\right)=0$ with a similar argument as above). But $T\left(\pi^{-1}\left(x_{0}\right) \cap C^{\prime}\right) \subset T^{\prime} x_{0} \times B$ is a countable set. This contradicts the invertibility of $T$.

A quick consequence of Proposition 2.5 is that there are no weakly mixing extensions on $Z$.

Corollary 2.2. Let $\left(X, m, T^{\prime}\right),(Y, \eta),(Z, \mu, T), C$, and $D$ be as defined above, with $A$ and $B$, continuous and discrete parts of $Y$, respectively, nonempty. Then $T \notin \mathcal{W}_{X}$.

Proof. Note that we can assume without loss of generality that $T C \subset C$ and $T D \subset D$ (that is, not up to a set of measure 0 , but rather everywhere). Define $f(z)$ as

$$
f(z):=\left\{\begin{array}{ll}
\frac{1}{\eta(A)} & \text { if } z \in C \\
\frac{-1}{\eta(B)} & \text { if } z \in D
\end{array} .\right.
$$

Clearly $f \in L^{2}(Z \mid X)$ and simple calculation shows that $f$ has relative mean zero. Further, by Proposition 2.5, $f$ is $T$-invariant, and so

$$
\mathbb{E}\left(T^{n} f \cdot \bar{f} \mid X\right)=\mathbb{E}(f \cdot \bar{f} \mid X)=\mathbb{E}\left(|f|^{2} \mid X\right)>0 .
$$

Therefore, $T$ is not a weakly mixing extension of $T^{\prime}$.
Remark 2.5. As with the $G_{\delta}$ part of Theorem 2.5, Proposition 2.5 and Corollary 2.2 hold when $(X, m)$ is replaced with any standard probability space.

### 2.1.8 Strongly Mixing Extensions

In this section we first extend the notion of strongly mixing transformations to extensions, just as the notions of ergodic and weakly mixing transformations were extended to extensions. Afterwards we will show that the set of strongly mixing extensions form a set of first category in $\mathcal{G}_{X}$.

Definition 2.4. Let $(X, \nu),(Z, \mu)$ be probability spaces. We say that $T \in \mathcal{G}_{X}$ is a (strongly) mixing extension of $T^{\prime}$ or $T$ is (strongly) mixing relative to $T^{\prime}$ if for all $f, g \in$ $L^{2}(Z \mid X)$,

$$
\lim _{n \rightarrow \infty}\left\|\mathbb{E}\left(T^{n} f \cdot \bar{g} \mid X\right)-\left(T^{\prime}\right)^{n} \mathbb{E}(f \mid X) \cdot \mathbb{E}(\bar{g} \mid X)\right\|_{L^{2}(X)}=0
$$

Let $\mathcal{S}_{X} \subset \mathcal{G}_{X}$ denote the set of strongly mixing extensions.

Definition 2.4 yields some of the properties one would hope to have from the extension of the notion of strongly mixing transformations. For example, $\mathcal{S}_{X}$ is in general not empty. Indeed, any direct product transformation where the second component is strongly mixing will be a strongly mixing extension. We also have that if $X$ is a single point, then the definition coincides with classical strongly mixing transformations. Further, it is clear that $\mathcal{S}_{X} \subset \mathcal{W}_{X}$.

We once again return to the case where $(X, m)$ is the unit interval with the Lebesgue measure, and $(Z, m)$ is the unit square with the Lebesgue measure. Analogous to Rokhlin's result and its proof, we now show that $\mathcal{S}_{X}$ is a first category subset of $\mathcal{G}_{X}$.

Theorem 2.6 (Strongly Mixing Extensions are of First Category). $\mathcal{S}_{X} \subset \mathcal{G}_{X}$ is of first category.

Proof. For $k \in \mathbb{N}$, let $P_{k}:=\left\{T \in \mathcal{G}_{X} \mid T^{k}=\mathbb{1}_{Z}\right\}$. Note in particular that if $T \in P_{k}$ then $\left(T^{\prime}\right)^{k}=\mathbb{1}_{X}$. For $n \in \mathbb{N}$, let $\hat{P}_{n}:=\bigcup_{k>n} P_{k}$. Note that the Weak Approximation Theorem for Extensions (Theorem 2.3) implies that $\hat{P}_{n}$ is dense in $\mathcal{G}_{X}$.

Let $A:=[0,1] \times[0,1 / 2]$ (the bottom half of $Z$ ). Note that $\mathbb{E}\left(\chi_{A} \mid X\right)=1 / 2$ for all $x \in X$. We now define new sets,

$$
M_{k}:=\left\{T \in \mathcal{G}_{X} \left\lvert\,\left\|\mathbb{E}\left(T^{k} \chi_{A} \cdot \chi_{A} \mid X\right)-\left(T^{\prime}\right)^{k} \mathbb{E}\left(\chi_{A} \mid X\right) \cdot \mathbb{E}\left(\chi_{A} \mid X\right)\right\|_{L^{2}(X)} \leq \frac{1}{5}\right.\right\}
$$

Using the same arguments as used in the proof of Theorem 2.5 for the sets $V(n, f, g, \varepsilon)$, we see that $M_{k}$ is closed for all $k$. Now let

$$
M:=\bigcup_{n=1}^{\infty} \bigcap_{k>n} M_{k}
$$

It is easy to see that $\mathcal{S}_{X} \subset M$. Indeed, if $T \in \mathcal{S}_{X}$, then for $f=g=\chi_{A}$ (in particular), for all $\varepsilon>0$ there exists $n$ such that for $k>n$,

$$
\left\|\mathbb{E}\left(T^{k} f \cdot g \mid X\right)-\left(T^{\prime}\right)^{k} \mathbb{E}(f \mid X) \cdot \mathbb{E}(g \mid X)\right\|_{L^{2}(X)} \leq \varepsilon
$$

In particular, this holds for $\varepsilon=\frac{1}{5}$.
Thus it is sufficient to show that $M$ is of first category. It is in turn sufficient to show that $\bigcap_{k>n} M_{k}$ is nowhere dense for all $n$, and further, given that $\bigcap_{k>n} M_{k}$ is closed for all $n$, it is thus sufficient to show that $\mathcal{G}_{X} \backslash \bigcap_{k>n} M_{k}$ is dense. Lastly, as

$$
\mathcal{G}_{X} \backslash \bigcap_{k>n} M_{k}=\bigcup_{k>n}\left(\mathcal{G}_{X} \backslash M_{k}\right),
$$

it will suffice to show that $P_{k} \subset\left(\mathcal{G}_{X} \backslash M_{k}\right)$ for all $k$, as then

$$
\hat{P}_{n}=\bigcup_{k>n} P_{k} \subset \bigcup_{k>n}\left(\mathcal{G}_{X} \backslash M_{k}\right)
$$

and $\hat{P}_{n}$ is dense.
Now, if $T \in P_{k}$, then $T^{k}=\mathbb{1}_{Z},\left(T^{\prime}\right)^{k}=\mathbb{1}_{X}$, so

$$
\begin{aligned}
& \left\|\mathbb{E}\left(T^{k} \chi_{A} \cdot \chi_{A} \mid X\right)-\left(T^{\prime}\right)^{k} \mathbb{E}\left(\chi_{A} \mid X\right) \cdot \mathbb{E}\left(\chi_{A} \mid X\right)\right\|_{L^{2}(X)} \\
= & \left\|\mathbb{E}\left(\chi_{A} \mid X\right)-\mathbb{E}\left(\chi_{A} \mid X\right)^{2}\right\|=\left\|\frac{1}{2}-\frac{1}{4}\right\|=\frac{1}{4}>\frac{1}{5} .
\end{aligned}
$$

Thus, $T \notin M_{k}$.
Corollary 2.3. $\mathcal{S}_{X}$ is a proper subset of $\mathcal{W}_{X}$.

### 2.2 Fixed Factor

While Theorem 2.5 is a step forward, it does not answer Tao's question. For that, we need to return to the situation of a fixed factor transformation. As it turns out, though, it did not take long to bridge this gap. Shortly after the work in Section 2.1 was made publicly available, Glasner and Weiss, having seen the work, were able to show that a generic extension of an ergodic transformation is weakly mixing [28]. However, their proof actually showed a more general statement of density: they showed that the set of conjugations of an extension $T$ of an ergodic transformation $T_{0}$ by extensions of the identity is dense in the set of all extensions of $T_{0}$. Indeed, Lemma 2.8 is an analogue of Lemmas 1.5 and 2.4. This section serves to present Glasner and Weiss' result, as well as discuss other considerations, such as strongly mixing and rigid extensions.

### 2.2.1 Notation and Definitions

As in Section 2.1, we let $(X, m)$ be the unit interval with the Lebesgue measure, and $\mathcal{G}(X)$ denote the set of invertible measure-preserving transformations on $X$. We will also have $(Y, \nu)$ denote the unit interval with the Lebesgue measure, and let $(Z, \mu):=$ $(X \times Y, m \times \nu)$. For $T_{0} \in \mathcal{G}(X)$, denote by $\mathcal{G}_{T_{0}}$ the subset of $\mathcal{G}(Z)$ which are extensions of $T_{0}$ (through the natural projection onto $X$ ). Note that we will also use $T_{0}$ to represent the transformation $T_{0} \times \mathbb{1}_{Y}$. The topology on $\mathcal{G}(X)$ and $\mathcal{G}_{T_{0}}$ will always be assumed to be the weak topology. For $T \in \mathcal{G}_{T_{0}}$, let $\left\{T_{x}\right\}_{x \in X} \subset \mathcal{G}(Y)$ be such that $T(x, y)=\left(T_{0} x, T_{x} y\right)$. Note that we have changed the notation for representing the factor from $T^{\prime}$ in Section 2.1 to $T_{0}$ in this section to emphasize the difference between having a non-fixed and fixed factor transformation, respectively.

For $p \in \mathbb{N}, p>1$, a $p$-adic interval of rank $k$ in $Y$ is an interval of the form

$$
\left(\frac{j}{p^{k}}, \frac{j+1}{p^{k}}\right), 0 \leq j<p^{k},
$$

and a $p$-adic set is a union of $p$-adic intervals. A $p$-adic permutation (of rank $k$ ) is a permutation of the $p$-adic intervals of rank $k$.
Lemma 2.7. For all $p>1$, the $p$-adic permuations are dense in $\mathcal{G}(Y)$.
The proof is nearly identical to that of Theorem 1.1, but by replacing each instance of "dyadic" with " $p$-adic" in the proof (one must also do the same thing for Lemma 1.1 and Proposition 1.1).

Let $d$ denote a metric on $\mathcal{G}(Y)$ which induces the weak topology on $\mathcal{G}(Y)$. In particular, for $T, S \in \mathcal{G}(Y)$, we will have $d$ be of the form

$$
d(T, S)=\sum_{n=1}^{\infty} \frac{a_{n}}{2^{k_{n}}}\left(\nu\left(T D_{n} \triangle S D_{n}\right)+\nu\left(T^{-1} D_{n} \triangle S^{-1} D_{n}\right)\right),
$$

where $D_{n}$ are all dyadic intervals of rank at least $1, k_{n}$ is the rank of $D_{n}$ and

$$
\sum_{n=1}^{\infty} a_{n}<\infty
$$

Recall that in the classical theory, the weights $a_{n} / 2^{k_{n}}$ are simply $1 / 2^{n}$ (see Section 1.1.1). Now note that $d$ induces a metric on $\mathcal{G}_{T_{0}}, d^{*}$. For $T, S \in \mathcal{G}_{T_{0}}, d^{*}$ is given by

$$
d^{*}(T, S):=\int_{X} d\left(T_{x}, S_{x}\right) d m
$$

Proposition 2.6. The metric $d^{*}$ induces the weak topology on $\mathcal{G}_{T_{0}}$.
Proof. Note that for all dyadic intervals $D_{j} \subset Y$,

$$
\int_{X} \nu\left(T_{x} D_{j} \triangle S_{x} D_{j}\right) d m=\sum_{i=1}^{2^{k_{n}}}\left(\mu\left(T D_{i, j} \triangle S D_{i, j}\right)+\mu\left(T^{-1} D_{i, j} \triangle S^{-1} D_{i, j}\right)\right),
$$

where $D_{i, j}$ are dyadic squares in $Z$ of rank $k_{j}$ whose projection onto $Y$ are $D_{j}$. We get then

$$
\int_{X} d\left(T_{x}, S_{x}\right) d m=\sum_{j=1}^{\infty} \sum_{i=1}^{2^{k_{j}}} \frac{a_{j}}{2^{k_{j}}}\left(\mu\left(T D_{i, j} \triangle S D_{i, j}\right)+\mu\left(T^{-1} D_{i, j} \triangle S^{-1} D_{i, j}\right)\right),
$$

with

$$
\sum_{j=1}^{\infty} \sum_{i=1}^{2^{k_{j}}} \frac{a_{j}}{2^{k_{j}}}=\sum_{n=1}^{\infty} a_{n}<\infty
$$

Let $f: \mathbb{N} \times \mathbb{N} \rightarrow \mathbb{N}$ be a bijection. If $n=f(i, j)$, set $b_{n}:=a_{j} / 2^{k_{j}}$. Then

$$
d^{*}(T, S)=\sum_{n=1}^{\infty} b_{n}\left(\mu\left(T D_{n} \triangle S D_{n}\right)+\mu\left(T^{-1} D_{n} \triangle S^{-1} D_{n}\right)\right),
$$

with

$$
\sum_{n=1}^{\infty} b_{n}<\infty
$$

i.e., $d^{*}$ induces the weak topology.

We next recall the definition of a strongly mixing extension from Section 2.4.
Definition. We say that $T \in \mathcal{G}_{T_{0}}$ is a (strongly) mixing extension of $T_{0}$ or $T$ is (strongly) mixing relative to $T_{0}$ if for all $f, g \in L^{2}(Z \mid X)$,

$$
\lim _{n \rightarrow \infty}\left\|\mathbb{E}\left(T^{n} f \cdot \bar{g} \mid X\right)-T_{0}^{n} \mathbb{E}(f \mid X) \mathbb{E}(\bar{g} \mid X)\right\|_{L^{2}(X)}=0
$$

Let $\mathcal{S}_{T_{0}} \subset \mathcal{G}_{T_{0}}$ denote the set of strongly mixing extensions of $T_{0}$. Lastly for definition reminders, we have the following, from [28].

Definition 2.5. Let $T \in \mathcal{G}_{T_{0}}$. We say that $T$ is a piecewise constant skew product over $T_{0}$ if there exists a partition of $X,\left\{A_{1}, \ldots, A_{N}\right\}$, and $\left\{R_{1}, \ldots, R_{N}\right\} \subset \mathcal{G}(Y)$ such that for $1 \leq j \leq N$ and for all $x \in A_{j}, T_{x}=R_{j}$.

Of particular note is that the set of piecewise constanst skew products over $T_{0}$ is dense in $\mathcal{G}_{T_{0}}$. For the reader's convenience, we provide the proof below, cf. [28].

Proposition 2.7 (Glasner, Weiss). Let $T_{0} \in \mathcal{G}(X)$ be fixed. Then the set of piecewise constant skew products over $T_{0}$ is dense in $\mathcal{G}_{T_{0}}$.

Proof. Let $\rho: X \rightarrow \mathcal{G}(Y)$ be a measurable map such that $\rho(x)=T_{x}$ and let $\rho_{*}(m)=$ $m \circ \rho$ denote the pushforward measure. As $\rho_{*}(m)$ is a regular measure on $\mathcal{G}(Y)$, for a fixed $\varepsilon>0$, there exists a compact set $K \subset \mathcal{G}(Y)$ with $\rho_{*}(m)(K)>1-\varepsilon$.

Let $\left\{C_{i} \mid 1 \leq i \leq N\right\}$ be a finite partition of $K$ and let $C_{0}$ be the complement of $K$. For $1 \leq i \leq N$, let $A_{i}:=\rho^{-1}\left(C_{i}\right)$, and let $A_{0}:=\rho^{-1}\left(C_{0}\right)$.

We now define $S$, a piecewise constant skew product over $T_{0}$, as follows: if $x \in$ $A_{0}, S_{x}:=\mathbb{1}_{Y}$, and if $x \in A_{i}, S_{x}:=R_{i}$ where $R_{i} \in C_{i}$ is fixed for each $i$. Then

$$
\begin{aligned}
d^{*}(T, S) & =\int_{X} d\left(T_{x}, S_{x}\right) d m \\
& =\int_{A_{0}} d\left(T_{x}, S_{x}\right) d m+\sum_{i=1}^{N} \int_{A_{i}} d\left(T_{x}, S_{x}\right) d m \\
& \leq \varepsilon+\sum_{i=1}^{N} \int_{A_{i}} \varepsilon d m \leq \varepsilon+\varepsilon \rho_{*}(m)(K)<2 \varepsilon .
\end{aligned}
$$

### 2.2.2 Conjugacy Lemma for Weakly Mixing Extensions

We begin exploring category theorems in $\mathcal{G}_{T_{0}}$ with the following result of Glasner and Weiss [28]. While the result and its proof (including much of their notation) can be found in their note, we present it with slightly more generality.
Lemma 2.8. Let $T_{0} \in \mathcal{G}(X)$ be antiperiodic, and $\hat{T} \in \mathcal{G}_{T_{0}}$. Then $\left\{S^{-1} \hat{T} S \mid S \in \mathcal{G}_{1_{X}}\right\}$ is dense in $\mathcal{G}_{T_{0}}$.

Proof. Let $T \in \mathcal{G}_{T_{0}}$ and let $\varepsilon>0$, and $N_{\varepsilon}(T)$ a dyadic neighborhood of $T$. We wish to find $S \in \mathcal{G}_{1_{X}}$ such that $S^{-1} \hat{T} S \in N_{\varepsilon}(T)$. Without loss of generality, we can assume that $T$ is a piecewise constant skew product over $T_{0}$. Let $\left\{A_{1}, \ldots, A_{k}\right\}$ be a partition of $X$ and $\left\{R_{1}, \ldots, R_{k}\right\} \subset \mathcal{G}(Y)$ such that for all $j$, and all $x \in A_{j}, T_{x}=R_{j}$.

Now let $\left\{B, T_{0} B, \ldots, T_{0}^{n-1} B\right\}$ be a Rokhlin tower with respect to $\varepsilon / 2$, and $1 / n<$ $\varepsilon / 2$, that is, $B, T_{0} B, \ldots, T_{0}^{n-1} B$ are pairwise disjoint, and

$$
m\left(\bigcup_{i=0}^{n-1} T_{0}^{i} B\right)>1-\varepsilon
$$

We now refine the tower with respect to the partition of $X,\left\{A_{j} \mid 1 \leq j \leq k\right\}$. This will create a partition of $B$ into sets $\left\{B_{l} \mid 1 \leq l \leq L\right\}$ such that for all $i, l$, there exists $\alpha(l, i)$ between 1 and $k$ such that $T_{0}^{i} B_{l} \subset A_{\alpha(l, i)}$.

We will now define $S \in \mathcal{G}_{1_{X}}$, a piecewise constant skew product. First, for all $x \in B$ define $S_{x}:=\mathbb{1}_{Y}$. Then, inductively, having defined $S$ for $0 \leq i<n-1$ for all $l$, define $S_{x}$ for $x \in T^{i+1} B_{l}$ (for all $l$ ) to be $S_{x}:=\hat{T}_{T_{0}^{-1} x} S_{T_{0}^{-1} x} R_{\alpha(l, i)}^{-1}$. Note that this implies $S_{x}^{-1} \hat{T}_{T_{0}^{-1} x} S_{T_{0}^{-1} x}=R_{\alpha(l, i)}$. This defines $S$ on the fibers corresponding to the Rokhlin tower. Finally, if $x \notin \bigcup_{i=0}^{n-1} T_{0}^{i} B$, define $S_{x}:=\mathbb{1}_{Y}$.

We see that by how we constructed $S$, if $x \in \bigcup_{i=0}^{n-2} T_{0}^{i} B$ then $T_{x}:=R_{x}=\left(S^{-1} \hat{T} S\right)_{x}$. Thus it is easy to see that for any measurable set $E \in Z$,

$$
\mu\left(T E \triangle S^{-1} \hat{T} S E\right) \leq m\left(X \backslash \bigcup_{i=0}^{n-1} T_{0}^{i} B\right)+m\left(T^{n-1} B\right)<\frac{\varepsilon}{2}+\frac{1}{n}<\varepsilon
$$

so certainly $S^{-1} \hat{T} S \in N_{\varepsilon}(T)$.
We note the similarities between Lemmas 1.5, 2.4, and 2.8. Just as Lemma 1.5 was a useful tool for proving category results in the case of measure-preserving transformations, Lemma 2.8 is equally useful in proving category results for extensions. The first of these results, as was the case classically, is for weakly mixing extensions. The result can also be attributed to Glasner and Weiss in [28], but the proof is slightly different.

Theorem 2.7. Let $T_{0}$ be antiperiodic and let $\mathcal{W}_{T_{0}}$ denote the set of weakly mixing extensions of $T_{0}$. Then $\mathcal{W}_{T_{0}}$ is a dense, $G_{\delta}$ subset of $\mathcal{G}_{T_{0}}$.

Proof. Let $T \in \mathcal{W}_{T_{0}}$ and $S \in \mathcal{G}_{1_{X}}$. We wish to prove that $S^{-1} T S \in \mathcal{W}_{T_{0}}$ as then by Lemma 2.8, $\mathcal{W}_{T_{0}}$ is dense in $\mathcal{G}_{T_{0}}$. Thus, by Lemma 2.6, we need to show that there exists a subsequence $n_{k}$ such that for all $f, g \in L^{2}(Z \mid X)$,

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left\|\mathbb{E}\left(\left(S^{-1} T S\right)^{n_{k}} f \cdot \bar{g} \mid X\right)-T_{0}^{n_{k}} \mathbb{E}(f \mid X) \cdot \mathbb{E}(\bar{g} \mid X)\right\|_{L^{2}(X)}=0 \tag{2.10}
\end{equation*}
$$

Note that

$$
\begin{aligned}
& \left\|\mathbb{E}\left(\left(S^{-1} T S\right)^{n} f \cdot \bar{g} \mid X\right)-T_{0}^{n} \mathbb{E}(f \mid X) \cdot \mathbb{E}(\bar{g} \mid X)\right\|_{L^{2}(X)} \\
= & \left\|\mathbb{E}\left(S^{-1} T^{n} S f \cdot \bar{g} \mid X\right)-T_{0}^{n} \mathbb{E}(f \mid X) \cdot \mathbb{E}(\bar{g} \mid X)\right\| \\
= & \left\|\mathbb{E}\left(S^{-1} T^{n} S f \cdot\left(S^{-1} S\right) \bar{g} \mid X\right)-T_{0}^{n} \mathbb{E}(S f \mid X) \cdot \mathbb{E}(S \bar{g} \mid X)\right\| \\
= & \left\|\mathbb{E}\left(S^{-1}\left(T^{n} S f \cdot S \bar{g}\right) \mid X\right)-T_{0}^{n} \mathbb{E}(S f \mid X) \cdot \mathbb{E}(S \bar{g} \mid X)\right\| \\
= & \left\|\mathbb{E}\left(T^{n}(S f) \cdot(S \bar{g}) \mid X\right)-T_{0}^{n} \mathbb{E}(S f \mid X) \cdot \mathbb{E}(S \bar{g} \mid X)\right\|
\end{aligned}
$$

But as $T \in \mathcal{W}_{T_{0}}$, we know that this converges to 0 along the subsequence $n_{k}$ which corresponds to $T$. Thus, $S^{-1} T S \in \mathcal{W}_{T_{0}}$.

Now let $\left\{f_{i}\right\}$ be an $L^{2}(Z)$-dense subset of $L^{2}(Z \mid X)$ and define

$$
U_{i, j, k, n}:=\left\{T \in \mathcal{G}_{T_{0}} \left\lvert\,\left\|\mathbb{E}\left(T^{n} f_{i} \cdot \overline{f_{j}} \mid X\right)-T_{0}^{n} \mathbb{E}\left(f_{i} \mid X\right) \cdot \mathbb{E}\left(\overline{f_{j}} \mid X\right)\right\|_{L^{2}(X)}<\frac{1}{k}\right.\right\}
$$

Lemmas 2.5 and 2.6 show that

$$
\mathcal{W}_{T_{0}}=\bigcap_{i, j, k} \bigcup_{n>k} U_{i, j, k, n}
$$

so we need only show $U_{i, j, k, n}$ are open. To this end, we instead show that

$$
V(n, f, g, \varepsilon):=\left\{S \in \mathcal{G}_{T_{0}}:\left\|\mathbb{E}\left(S^{n} f \cdot \bar{g} \mid X\right)-T_{0}^{n} \mathbb{E}(f \mid X) \cdot \mathbb{E}(\bar{g} \mid X)\right\| \geq \varepsilon\right\}
$$

is closed. Let $\left(S_{m}\right) \subset V(n, f, g, \varepsilon)$ be a sequence of Koopman operators with $\left(S_{m}\right)$ converging weakly to a Koopman operator $S$. Note that this implies that $S_{m} \rightarrow S$ strongly (as Koopman operators are all isometries).

We claim that if we have functions $g, h, h_{1}, h_{2}, \ldots \in L^{2}(Z \mid X)$, and $h_{m} \rightarrow h$ in $L^{2}(Z)$, then $\mathbb{E}\left(h_{m} g \mid X\right) \rightarrow \mathbb{E}(h g \mid X)$ in $L^{2}(X)$. Indeed,

$$
\begin{aligned}
\left\|\mathbb{E}\left(g \cdot h_{m} \mid X\right)-\mathbb{E}(g \cdot h \mid X)\right\|_{L^{2}(X)} & =\left\|\mathbb{E}\left(g \cdot\left(h-h_{m}\right) \mid X\right)\right\|_{L^{2}(X)} \\
& \leq\| \| g\left\|_{L^{2}(Z \mid X)}\right\|_{L^{\infty}(X)}\left\|h_{m}-h\right\|_{L^{2}(Z)}
\end{aligned}
$$

Lastly note that if $S_{m} \rightarrow S$ strongly, then $S_{m}^{n} \rightarrow S^{n}$ strongly.
With these facts, we see that $\mathbb{E}\left(S_{m}^{n} f \cdot \bar{g} \mid X\right)-\mathbb{E}\left(T_{0}^{n} f \cdot \bar{g} \mid X\right)$ converges to $\mathbb{E}\left(S^{n} f\right.$. $\bar{g} \mid X)-\mathbb{E}\left(T_{0}^{n} f \cdot \bar{g} \mid X\right)$ strongly (consider $h_{m}:=S_{m}^{n} f$ in our above observation). Thus, $S \in V(n, f, g, \varepsilon)$, and so $V(n, f, g, \varepsilon)$ is closed.

### 2.2.3 Strongly Mixing Extensions

To fit the classical theory, we would like to prove that for all $T_{0}, \mathcal{S}_{T_{0}}$ is a first category subset of $\mathcal{G}_{T_{0}}$. Unfortunately, this goal proves to be more difficult than one would expect. We will instead be able to show that for a set of $T_{0}$ which is generic in $\mathcal{G}(X), \mathcal{S}_{T_{0}}$ is of first category. Indeed, we begin with the following sufficient condition.

Lemma 2.9. Let $T_{0} \in \mathcal{G}(X)$ be fixed. If $\mathcal{R}(Z) \cap \mathcal{G}_{T_{0}}$ is dense in $\mathcal{G}_{T_{0}}$, then $\mathcal{S}_{T_{0}}$ is a first category subset of $\mathcal{G}_{T_{0}}$.

Proof. Let $A:=X \times[0,1 / 2]$ and for all $k \in \mathbb{N}$ define

$$
P_{k}^{\prime}:=\left\{T \in \mathcal{G}_{T_{0}} \left\lvert\, \mu\left(T^{k} A \cap A\right)>\frac{9}{20}\right.\right\}
$$

Note that for all $n, P_{n}:=\bigcup_{k>n} P_{k}^{\prime}$ is dense in $\mathcal{G}_{T_{0}}$ as $\mathcal{R}(Z) \cap \mathcal{G}_{T_{0}} \subset P_{n}$ for all $n$.
Now define

$$
M_{k}^{\prime}:=\left\{T \in \mathcal{G}_{T_{0}} \left\lvert\,\left\|\mathbb{E}\left(T^{k} \chi_{A} \cdot \chi_{A} \mid X\right)-\frac{1}{4}\right\|_{L^{2}(X)} \leq \frac{1}{5}\right.\right\}
$$

and $M_{n}:=\bigcap_{k>n} M_{k}^{\prime}$. Note that as $\mathbb{E}\left(\chi_{A} \mid X\right) \equiv 1 / 2, \mathcal{S}_{T_{0}} \subset \bigcup_{n} M_{n}$. Further, as $M_{k}^{\prime}$ is closed, to prove $\mathcal{S}_{T_{0}}$ is of first category, it is sufficient to prove $M_{n}$ is dense for all $n$. But this is true as $P_{k}^{\prime} \subset\left(M_{k}^{\prime}\right)^{c}$ for all $k$. Indeed, if $T \in P_{k}^{\prime}$, then

$$
\begin{aligned}
& \left\|\mathbb{E}\left(T^{k} \chi_{A} \cdot \chi_{A} \mid X\right)-1 / 4\right\|_{L^{2}(X)} \geq\left\|\mathbb{E}\left(T^{k} \chi_{A} \cdot \chi_{A} \mid X\right)-1 / 4\right\|_{L^{1}(X)} \\
= & \left\|T^{k} \chi_{A} \cdot \chi_{A}\right\|_{L^{1}(Z)}-1 / 4>9 / 20-1 / 4=1 / 5 .
\end{aligned}
$$

While Lemma 2.9 is a nice sufficient condition, it certainly cannot be applied for all factors $T_{0}$. Indeed, if $T_{0}$ is strongly mixing, if $T \in \mathcal{G}_{T_{0}}$ and $B$ is any $X$-measurable set, then for no subsequence $n_{k}$ does $T^{n_{k}} \chi_{B} \rightarrow \chi_{B}$. All the same, it will be an invaluable tool, as we will see in the following two results.

Theorem 2.8. If $T_{0}$ is periodic, then $\mathcal{S}_{T_{0}}$ is a first category subset of $\mathcal{G}_{T_{0}}$.
Proof. By Lemma 2.9, we need only show that $\mathcal{R}(Z) \cap \mathcal{G}_{T_{0}}$ is dense in $\mathcal{G}_{T_{0}}$. Let $p$ be the smallest integer greater than 1 such that $T_{0}^{p}=\mathbb{1}_{X}$. Further fix $T \in \mathcal{G}_{T_{0}}, \varepsilon>0$, and let $N_{\varepsilon}(T)$ be a $p$-adic neighborhood in the weak topology. That is,

$$
N_{\varepsilon}(T):=\left\{S \in \mathcal{G}_{T_{0}} \mid \mu\left(T D_{i j} \triangle S D_{i j}\right)<\varepsilon, 1 \leq i, j \leq p^{K}\right\}
$$

where $D_{i j}$ are (without loss of generality) every $p$-adic square of rank $K \in \mathbb{N}$. Let $\left\{E_{i}\right\},\left\{F_{i}\right\}$ be dyadic intervals of rank $K$ in $X$ and $Y$ respectively such that $D_{i j}=E_{i} \times F_{j}$.

By Proposition 2.7, there exists $S \in N_{\varepsilon / 2}(T)$ that is a piecewise constant skew product over $T_{0}$. Let $\left\{A_{1}, \ldots A_{N}\right\}$ partition $X$ and $\left\{R_{1}, \ldots R_{N}\right\} \subset \mathcal{G}(Y)$ such that for all $x \in$ $A_{k}, S_{x}=R_{k}$.

Now for $V \in \mathcal{G}(Y)$, let

$$
N_{\varepsilon}^{\prime}(V):=\left\{U \in \mathcal{G}(Y) \mid \nu\left(V F_{i} \triangle U F_{i}\right)<\varepsilon, 1 \leq i \leq p^{K}\right\},
$$

and for each $R_{k}$, let $P_{k} \in N_{\varepsilon /\left(2 N m\left(A_{k}\right)\right)}^{\prime}\left(R_{k}\right)$ be a $p$-adic permutation. Define a new piecewise constant extension of $T_{0}, Q$ such that for all $x \in A_{k}, Q_{x}=P_{k}$. Fix $D_{i j}$. Then by Fubini,

$$
\begin{aligned}
& \mu\left(S D_{i j} \triangle Q D_{i j}\right)=\int_{E_{i}} \nu\left(S_{x} F_{j} \triangle Q_{x} F_{j}\right) d x \\
= & \sum_{k=1}^{N} \nu\left(R_{k} F_{j} \triangle P_{k} F_{j}\right) m\left(A_{k} \cap E_{i}\right)<\sum_{k=1}^{N} \frac{\varepsilon}{2 N m\left(A_{k}\right)} m\left(A_{k} \cap E_{i}\right) \leq \frac{\varepsilon}{2} .
\end{aligned}
$$

Thus,

$$
\mu\left(T D_{i j} \triangle Q D_{i j}\right) \leq \mu\left(T D_{i j} \triangle S D_{i j}\right)+\mu\left(S D_{i j} \triangle Q D_{i j}\right)<\varepsilon .
$$

As this holds for all $i, j, Q \in N_{\varepsilon}(T)$. Let $M$ be the maximum of the ranks of all $P_{k}$. Then $Q^{p^{M+1}}=\mathbb{1}_{Z}$, so $Q \in \mathcal{R}(Z) \cap \mathcal{G}_{T_{0}}$.

Theorem 2.9. Let $T_{0} \in \mathcal{G}(X)$ be antiperiodic and rigid. Then $\mathcal{S}_{T_{0}}$ is a first category subset of $\mathcal{G}_{T_{0}}$.

Proof. Let $T \in \mathcal{R}(Z) \cap \mathcal{G}_{T_{0}}$. We know this set is nonempty as the rigidity of $T_{0}$ on $X$ implies the rigidity of $T_{0} \times \mathbb{1}_{Y}$ on $Z$. Now consider the set

$$
\left\{S^{-1} T S \mid S \in \mathcal{G}_{\mathbb{1}_{X}}\right\}
$$

By Lemma 2.8, this set is dense in $\mathcal{G}_{T_{0}}$. Further, as $S$ can be viewed as an element of $\mathcal{G}(Z)$, we know that for each $S, S^{-1} T S \in \mathcal{R}(Z)$. Thus by Lemma 2.9, $\mathcal{S}_{T_{0}}$ is of first category.

To close this section we show that, though it is not completely clear for exactly which set of transformations $T_{0}$ we have $\mathcal{S}_{T_{0}}$ is of first category, we are able to show a step in that direction.

Proposition 2.8. Let $T_{0} \in \mathcal{G}(X)$ be antiperiodic. Then $\mathcal{S}_{T_{0}}^{c}$ is dense in $\mathcal{G}_{T_{0}}$.
Proof. Let $\mathcal{A}$ denote the measurable subsets of $Z$ such that $A \in \mathcal{A}$ if and only if $\mathbb{E}\left(\chi_{A} \mid X\right) \equiv$ $1 / 2$. Further, define

$$
\mathcal{A}_{T_{0}}:=\left\{T \in \mathcal{G}_{T_{0}} \mid \exists\left(n_{k}\right), A \in \mathcal{A} \text { s.t. }\left\|\mathbb{E}\left(T^{n_{k}} \chi_{A} \cdot \chi_{A} \mid X\right)-\frac{1}{4}\right\| \geq \frac{1}{5} \forall k\right\} .
$$

Note that for all $T_{0}, \mathcal{A}_{T_{0}}$ is nonempty, as for $T=T_{0} \times \mathbb{1}_{Y}$ we can take $A$ as in the proof of Lemma 2.9. Further note that $\mathcal{A}_{T_{0}} \subset \mathcal{S}_{T_{0}}^{c}$. Now fix $T \in \mathcal{A}_{T_{0}}$, as well as $A \in \mathcal{A}$, and $\left(n_{k}\right)$ corresponding to $T$. Now fix $S \in \mathcal{G}_{\mathbb{1}_{X}}$ and define $f:=S^{-1} \chi_{A}$. Then we have

$$
\mathbb{E}\left(\left(S^{-1} T S\right)^{n_{k}} f \cdot f \mid X\right)=\mathbb{E}\left(T^{n_{k}}(S f) \cdot(S f) \mid X\right)=\mathbb{E}\left(T^{n_{k}} \chi_{A} \cdot \chi_{A} \mid X\right)
$$

Thus we see that $S^{-1} T S \in \mathcal{A}_{T_{0}}$. By Theorem 2.8, $\mathcal{A}_{T_{0}}$ is dense in $\mathcal{G}_{T_{0}}$.

### 2.2.4 Rigid Extensions and Other Relativizations

Recall from Chapter 1 that in [36], Katok and Stepin showed a generalization of Rokhlin's result that strongly mixing transformations are of first category, namely that rigid transformations are residual. Indeed, if a transformation is rigid, then it is not strongly mixing. One might think to try to show that the set of rigid extensions of $T_{0}$ are a dense, $G_{\delta}$ set. However, first one must know what it means for an extension to be rigid.

Definition 2.6. Let $T \in \mathcal{G}_{T_{0}}$. We say that $T$ is rigid relative to $T_{0}$, or $T$ is a rigid extension of $T_{0}$ if there exists a subsequence $\left(n_{k}\right)$ such that for all $f, g \in L^{2}(Z \mid X)$,

$$
\lim _{k \rightarrow \infty}\left\|\mathbb{E}\left(T^{n_{k}} f \cdot \bar{g} \mid X\right)-\mathbb{E}\left(T_{0}^{n_{k}} f \cdot \bar{g} \mid X\right)\right\|_{L^{2}(X)}=0
$$

Let $\mathcal{R}_{T_{0}} \subset \mathcal{G}_{T_{0}}$ denote the set of rigid extensions of $T_{0}$. Note that if $X$ were a single point, then Proposition 1.4 shows that relative rigidity coincides with classical rigidity.

Proposition 2.9. Let $X$ be a single point. Then $\mathcal{R}_{T_{0}}=\mathcal{R}(Z)$.
Proof. First of all note that if $X$ is a single point then the only element of $\mathcal{G}(X)$ is $\mathbb{1}_{X}$ so we must have that $T_{0}=\mathbb{1}_{X}$. Further, $L^{2}(Z \mid X)=L^{2}(Z)$ as $\mathbb{E}\left(|f|^{2} \mid X\right)^{1 / 2} \in L^{\infty}(X)$ if and only if

$$
\left(\int_{Y}|f|^{2} d m\right)^{1 / 2}=\|f\|_{L^{2}(Z)}
$$

is finite. Thus, for $f, g \in L^{2}(Z)$,

$$
\left\|\mathbb{E}\left(T^{n_{k}} f \cdot \bar{g} \mid X\right)-\mathbb{E}\left(T_{0}^{n_{k}} f \cdot \bar{g} \mid X\right)\right\|_{L^{2}(X)}=\left|\left\langle T^{n_{k}} f, g\right\rangle-\langle f, g\rangle\right| .
$$

So $\mathcal{R}_{T_{0}}=\mathcal{R}(Z)$.
Just as rigid transformations are mutually exclusive with strongly mixing transformations, we see that the same is true of rigid and strongly mixing extensions.
Lemma 2.10. For all $T_{0} \in \mathcal{G}(X), \mathcal{S}_{T_{0}} \subset \mathcal{R}_{T_{0}}^{c}$.
Proof. Let $T \in \mathcal{S}_{T_{0}}$ and let $A=X \times[0,1 / 2]$. Note then that $\mathbb{E}\left(\chi_{A} \mid X\right) \equiv 1 / 2$ and for all $n, T_{0}^{n} \mathbb{E}\left(\chi_{A} \mid X\right) \mathbb{E}\left(\chi_{A} \mid X\right) \equiv 1 / 4$, so,

$$
\lim _{n \rightarrow \infty}\left\|\mathbb{E}\left(T^{n} \chi_{A} \cdot \chi_{A} \mid X\right)-\frac{1}{4}\right\|_{L^{2}(X)}=0
$$

On the other hand, all $n, \mathbb{E}\left(T_{0}^{n} \chi_{A} \cdot \chi_{A} \mid X\right) \equiv 1 / 2$. Subsequently for all subsequence $\left(n_{k}\right)$,

$$
\lim _{k \rightarrow \infty}\left\|\mathbb{E}\left(T^{n_{k}} \chi_{A} \cdot \chi_{A} \mid X\right)-\frac{1}{2}\right\|_{L^{2}(X)} \geq \frac{1}{4}>0 .
$$

In fact, we can say something even stronger. Letting $\mathcal{A}_{T_{0}}$ be as in the proof of Proposition 2.8 , then it's easy to see that $\mathcal{R}_{T_{0}} \subset \mathcal{A}_{T_{0}}$. Thus we have $\mathcal{S}_{T_{0}} \subset \mathcal{A}_{T_{0}}^{c} \subset \mathcal{R}_{T_{0}}^{c}$.

With the additional note that $\mathcal{R}_{T_{0}}$ is always nonempty by taking $T_{0} \times \mathbb{I}_{Y}$, it seems that $\mathcal{R}_{T_{0}}$ has all the properties we would expect from a relativization of rigidity. Unfortunately, one property may fail. Consider $S \in \mathcal{G}_{1_{X}}$. It may well fail to be the case that for $T \in$ $\mathcal{R}_{T_{0}}, S^{-1} T S \in \mathcal{R}_{T_{0}}$. Because of this, we cannot apply Lemma 2.8, and are unable to show $\mathcal{R}_{T_{0}}$ is dense. However, although we cannot show $\mathcal{R}_{T_{0}}$ is a dense, $G_{\delta}$, we can still show it is a $G_{\delta}$. First, we prove the following technical lemma.
Lemma 2.11. Let $T \in \mathcal{G}_{T_{0}}$, and let $D \subset L^{2}(Z \mid X)$, with

$$
\left\|\|f\|_{L^{2}(Z \mid X)}\right\|_{L^{\infty}(X)} \leq 1 \text { for all } f \in D
$$

such that $D$ is dense in the unit ball of $L^{2}(Z \mid X)$, with respect to the $L^{2}(Z)$ norm topology. Further suppose that there exists a subsequence $\left(n_{k}\right)$ such that for all $f_{i}, f_{j} \in D$,

$$
\lim _{k \rightarrow \infty}\left\|\mathbb{E}\left(T^{n_{k}} f_{i} \cdot \overline{f_{j}} \mid X\right)-\mathbb{E}\left(T_{0}^{n_{k}} f_{i} \cdot \overline{f_{j}} \mid X\right)\right\|_{L^{2}(X)}=0
$$

Then $T \in \mathcal{R}_{T_{0}}$.

Proof. Fix $h, g$ in the unit ball in $L^{2}(Z \mid X)$ and let $\left\{h_{j}\right\},\left\{g_{j}\right\} \subset D$ such that

$$
h_{j} \xrightarrow{L^{2}(Z)} h, g_{j} \xrightarrow{L^{2}(Z)} g .
$$

The proof of Lemma 2.5 shows that (uniformly in $n) \mathbb{E}\left(T^{n} h_{j} \cdot \overline{g_{j}} \mid X\right) \rightarrow \mathbb{E}\left(T^{n} h \cdot \bar{g} \mid X\right)$, and $\mathbb{E}\left(T_{0}^{n} h_{j} \cdot \overline{g_{j}} \mid X\right) \rightarrow \mathbb{E}\left(T_{0}^{n} h \cdot \bar{g} \mid X\right)$ in $L^{2}(X)$. For the reader's convenience, we reproduce the proof below. First for $\mathbb{E}\left(T^{n} h_{j} \overline{g_{j}} \mid X\right)$, we have

$$
\begin{aligned}
& \left\|\mathbb{E}\left(T^{n} h_{j} \cdot \overline{g_{j}} \mid X\right)-\mathbb{E}\left(T^{n} h \cdot \bar{g} \mid X\right)\right\|_{L^{2}(X)} \\
\leq & \left\|\mathbb{E}\left(T^{n} h_{j} \cdot \overline{g_{j}}-T^{n} h_{j} \cdot \bar{g} \mid X\right)\right\|_{L^{2}(X)}+\left\|\mathbb{E}\left(T^{n} h_{j} \cdot \bar{g}-T^{n} h \cdot \bar{g} \mid X\right)\right\|_{L^{2}(X)} \\
= & \left\|\mathbb{E}\left(T^{n} h_{j} \cdot\left(\overline{g_{j}}-\bar{g}\right) \mid X\right)\right\|_{L^{2}(X)}+\left\|\mathbb{E}\left(\bar{g} \cdot\left(T^{n} h_{j}-T^{n} h\right) \mid X\right)\right\|_{L^{2}(X)} .
\end{aligned}
$$

Now by Proposition 2.4

$$
\begin{aligned}
&\left\|\mathbb{E}\left(T^{n} h_{j} \cdot\left(\overline{g_{j}}-\bar{g}\right) \mid X\right)\right\|_{L^{2}(X)} \leq\| \| T^{n} h_{j}\left\|_{L^{2}(Z \mid X)}\right\|_{L^{\infty}(X)}\left\|\overline{g_{j}}-\bar{g}\right\|_{L^{2}(Z)} \\
&\left\|\mathbb{E}\left(\bar{g} \cdot\left(T^{n} h_{j}-T^{n} h\right) \mid X\right)\right\|_{L^{2}(X)} \leq\| \| \bar{g}\left\|_{L^{2}(Z \mid X)}\right\|_{L^{\infty}(X)}\left\|T^{n}\left(h-h_{j}\right)\right\|_{L^{2}(Z)}
\end{aligned}
$$

In turn, as $\left\|\left\|T^{n} h_{j}\right\|_{L^{2}(Z \mid X)}\right\|_{L^{\infty}(X)}=\| \| h_{j}\left\|_{L^{2}(Z \mid X)}\right\|_{L^{\infty}(X)}$ and $T$ is an isometry, we get

$$
\begin{array}{ll}
\left\|\left\|T^{n} h_{j}\right\|_{L^{2}(Z \mid X)}\right\|_{L^{\infty}(X)}\left\|\overline{g_{j}}-\bar{g}\right\|_{L^{2}(Z)} & \leq\| \| h_{j}\left\|_{L^{2}(Z \mid X)}\right\|_{L^{\infty}(X)}\left\|\overline{g_{j}}-\bar{g}\right\|_{L^{2}(Z)} \\
\left\|\|\bar{g}\|_{L^{2}(Z \mid X)}\right\|_{L^{\infty}(X)}\left\|T^{n}\left(h-h_{j}\right)\right\|_{L^{2}(Z)} & \leq\| \| \bar{g}\left\|_{L^{2}(Z \mid X)}\right\|_{L^{\infty}(X)}\left\|h-h_{j}\right\|_{L^{2}(Z)}
\end{array}
$$

Because $h_{j} \rightarrow h, g_{j} \rightarrow g$ in $L^{2}(Z)$, we have the desired result. Note that the proof that $\mathbb{E}\left(T_{0}^{n} h_{j} \overline{g_{j}} \mid X\right) \rightarrow \mathbb{E}\left(T_{0}^{n} h \bar{g} \mid X\right)$ is exactly the same, replacing $T$ with $T_{0}$. Now,

$$
\begin{aligned}
& \left\|\mathbb{E}\left(T^{n} h \cdot \bar{g} \mid X\right)-\mathbb{E}\left(T_{0}^{n} h \cdot \bar{g} \mid X\right)\right\|_{L^{2}(X)} \\
\leq & \left\|\mathbb{E}\left(T^{n} h \cdot \bar{g} \mid X\right)-\mathbb{E}\left(T^{n} h_{j} \cdot \overline{g_{j}} \mid X\right)\right\|_{L^{2}(X)} \\
+ & \left\|\mathbb{E}\left(T^{n} h_{j} \cdot \overline{g_{j}} \mid X\right)-\mathbb{E}\left(T_{0}^{n} h_{j} \cdot \overline{g_{j}} \mid X\right)\right\|_{L^{2}(X)} \\
+ & \left\|\mathbb{E}\left(T_{0}^{n} h_{j} \cdot \overline{g_{j}} \mid X\right)-\mathbb{E}\left(T_{0}^{n} h \cdot \bar{g} \mid X\right)\right\|_{L^{2}(X)} .
\end{aligned}
$$

By hypothesis, there is a subsequence $\left(n_{k}\right)$ (independent of $j$ ) such that the middle term converges to 0 . Further, the first and third terms converge to 0 as $j \rightarrow \infty$ uniformly in $n$, so

$$
\lim _{k \rightarrow \infty}\left\|\mathbb{E}\left(T^{n_{k}} h \cdot \bar{g} \mid X\right)-\mathbb{E}\left(T_{0}^{n_{k}} h \cdot \bar{g} \mid X\right)\right\|_{L^{2}(X)}=0
$$

By scaling this will also hold for all $h, g \in L^{2}(Z \mid X)$, so $T \in \mathcal{R}_{T_{0}}$.
Proposition 2.10. Let $T_{0} \in \mathcal{G}(X)$ be fixed. Then $\mathcal{R}_{T_{0}}$ is a $G_{\delta}$ set.
Proof. Let $\left\{f_{i}\right\}$ be an $L^{2}(Z)$-dense subset of $L^{2}(Z \mid X)$ and define

$$
U_{i, j, k, n}:=\left\{T \in \mathcal{G}_{T_{0}} \left\lvert\,\left\|\mathbb{E}\left(T^{n} f_{i} \cdot \overline{f_{j}} \mid X\right)-\mathbb{E}\left(T_{0}^{n} f_{i} \cdot \overline{f_{j}} \mid X\right)\right\|_{L^{2}(X)}<\frac{1}{k}\right.\right\}
$$

Lemma 2.11 shows that

$$
\mathcal{R}_{T_{0}}=\bigcap_{i, j, k} \bigcup_{n>k} U_{i, j, k, n},
$$

so we need only show $U_{i, j, k, n}$ are open. To this end, we instead show that

$$
V(n, f, g, \varepsilon):=\left\{S \in \mathcal{G}_{T_{0}}:\left\|\mathbb{E}\left(S^{n} f \cdot \bar{g} \mid X\right)-\mathbb{E}\left(T_{0}^{n} f \cdot \bar{g} \mid X\right)\right\| \geq \varepsilon\right\}
$$

is closed. Let $\left(S_{m}\right) \subset V(n, f, g, \varepsilon)$ be a sequence of Koopman operators with $\left(S_{m}\right)$ converging weakly to a Koopman operator $S$. Note that this implies that $S_{m} \rightarrow S$ strongly (as Koopman operators are all isometries).

We claim that if we have functions $g, h, h_{1}, h_{2}, \ldots \in L^{2}(Z \mid X)$, and $h_{m} \rightarrow h$ in $L^{2}(Z)$, then $\mathbb{E}\left(h_{m} g \mid X\right) \rightarrow \mathbb{E}(h g \mid X)$ in $L^{2}(X)$. Indeed, we have

$$
\begin{aligned}
\left\|\mathbb{E}\left(g \cdot h_{m} \mid X\right)-\mathbb{E}(g \cdot h \mid X)\right\|_{L^{2}(X)} & =\left\|\mathbb{E}\left(g \cdot\left(h-h_{m}\right) \mid X\right)\right\|_{L^{2}(X)} \\
& \leq\| \| g\left\|_{L^{2}(Z \mid X)}\right\|_{L^{\infty}(X)}\left\|h_{m}-h\right\|_{L^{2}(Z)}
\end{aligned}
$$

Lastly note that if $S_{m} \rightarrow S$ strongly, then $S_{m}^{n} \rightarrow S^{n}$ strongly. This is a specific case of the fact that if $T_{n} \rightarrow T, S_{n} \rightarrow S$ strongly (With $T_{n}, S_{n}$ uniformly bounded), then $T_{n} S_{n} \rightarrow T S$ strongly. Indeed, for $f \in L^{2}(Z)$,

$$
\begin{aligned}
\left\|\left(T_{n} S_{n}-T S\right) f\right\| & =\left\|\left(T_{n} S_{n}-T_{n} S+T_{n} S-T S\right) f\right\| \\
& \leq\left\|T_{n}\left(S_{n}-S\right) f\right\|+\left\|\left(T_{n}-T\right) S f\right\|
\end{aligned}
$$

With these facts, we see that $\mathbb{E}\left(S_{m}^{n} f \cdot \bar{g} \mid X\right)-\mathbb{E}\left(T_{0}^{n} f \cdot \bar{g} \mid X\right)$ converges to $\mathbb{E}\left(S^{n} f \cdot \bar{g} \mid X\right)-$ $\mathbb{E}\left(T_{0}^{n} f \cdot \bar{g} \mid X\right)$ strongly (consider $h_{m}:=S_{m}^{n} f$ in our above observation). Thus, $S \in$ $V(n, f, g, \varepsilon)$, and so $V(n, f, g, \varepsilon)$ is closed.

Rigidity is not the only property we can relativize. Indeed, having already relativized rigidity immediately allows us to define relativiations of $\alpha$-rigidity and $\kappa$-weak mixing.

Definition 2.7. Let $\alpha \in \mathbb{C},|\alpha|=1$, and $T \in \mathcal{G}_{T_{0}}$. We say that $T$ is $\alpha$-rigid relative to $T_{0}$, or $T$ is an $\alpha$-rigid extension of $T_{0}$, if there exists a subsequence $\left(n_{k}\right)$ such that for all $f, g \in L^{2}(Z \mid X)$,

$$
\lim _{k \rightarrow \infty}\left\|\mathbb{E}\left(T^{n_{k}} f \cdot \bar{g} \mid X\right)-\alpha \mathbb{E}\left(T_{0}^{n_{k}} f \cdot \bar{g} \mid X\right)\right\|_{L^{2}(X)}=0
$$

We denote the set of $\alpha$-rigid extensions of $T_{0}$ by $\mathcal{R}_{T_{0}}^{\alpha}$.
Definition 2.8 (Kunde, Schnurr). Let $\kappa \in[0,1]$, and $T \in \mathcal{G}_{T_{0}}$. We say that $T$ is $\kappa$ weakly mixing relative to $T_{0}$ or $T$ is a $\kappa$-weakly mixing extension of $T_{0}$, if there exists a subsequence $\left(n_{k}\right)$ such that for all $f, g \in L^{2}(Z \mid X)$,

$$
\lim _{k \rightarrow \infty}\left\|\mathbb{E}\left(T^{n_{k}} f \cdot \bar{g} \mid X\right)-\left(\kappa T_{0}^{n_{k}} \mathbb{E}(f \mid X) \cdot \mathbb{E}(g \mid X)+(1-\kappa) \mathbb{E}\left(T_{0}^{n_{k}} f \cdot \bar{g} \mid X\right)\right)\right\|_{L^{2}(X)}=0
$$

We denote the set of $\kappa$-weakly mixing extensions of $T_{0}$ by $\mathcal{W}_{T_{0}}^{\kappa}$. Definition 2.7 and 2.8 suffer from the same problem as Definition 2.6: they are not closed under conjugation by elements of $\mathcal{G}_{1_{X}}$. However, similar just as with rigid extensions, we can show that both are $G_{\delta}$, which is our next goals. First, however, a couple of lemmas.

Lemma 2.12. Let $\alpha \in \mathbb{C},|\alpha|=1, T \in \mathcal{G}_{T_{0}}$, and let $D \subset L^{2}(Z \mid X)$, with

$$
\left\|\|f\|_{L^{2}(Z \mid X)}\right\|_{L^{\infty}(X)} \leq 1 \text { for all } f \in D
$$

such that $D$ is dense in the unit ball of $L^{2}(Z \mid X)$, with respect to the $L^{2}(Z)$ norm topology. Further suppose that there exists a subsequence $\left(n_{k}\right)$ such that for all $f_{i}, f_{j} \in D$,

$$
\lim _{k \rightarrow \infty}\left\|\mathbb{E}\left(T^{n_{k}} f_{i} \cdot \overline{f_{j}} \mid X\right)-\alpha \mathbb{E}\left(T_{0}^{n_{k}} f_{i} \cdot \overline{f_{j}} \mid X\right)\right\|_{L^{2}(X)}=0
$$

Then $T \in \mathcal{R}_{T_{0}}^{\alpha}$.
Analagously, one has the following.
Lemma 2.13. Let $\kappa \in[0,1], T \in \mathcal{G}_{T_{0}}$, and let $D \subset L^{2}(Z \mid X)$, with

$$
\left\|\|f\|_{L^{2}(Z \mid X)}\right\|_{L^{\infty}(X)} \leq 1 \text { for all } f \in D,
$$

such that $D$ is dense in the unit ball of $L^{2}(Z \mid X)$, with respect to the $L^{2}(Z)$ norm topology. Further suppose that there exists a subsequence $\left(n_{k}\right)$ such that for all $f_{i}, f_{j} \in D$,
$\lim _{k \rightarrow \infty}\left\|\mathbb{E}\left(T^{n_{k}} f_{i} \cdot \overline{f_{j}} \mid X\right)-\left(\kappa T_{0}^{n_{k}} \mathbb{E}\left(f_{i} \mid X\right) \cdot \mathbb{E}\left(f_{j} \mid X\right)+(1-\kappa) \mathbb{E}\left(T_{0}^{n_{k}} f_{i} \cdot \overline{f_{j}} \mid X\right)\right)\right\|_{L^{2}(X)}=0$.
Then $T \in \mathcal{W}_{T_{0}}^{\kappa}$.
See Lemma 2.12 for details on both proofs.
Proposition 2.11. Let $T_{0} \in \mathcal{G}(X)$ be fixed and $\alpha \in \mathbb{C},|\alpha|=1$. Then $\mathcal{R}_{T_{0}}^{\alpha}$ is $G_{\delta}$.
Proof. Let $\left\{f_{i}\right\}$ be an $L^{2}(Z)$-dense subset of $L^{2}(Z \mid X)$ and define

$$
U_{i, j, k, n}:=\left\{T \in \mathcal{G}_{T_{0}} \left\lvert\,\left\|\mathbb{E}\left(T^{n} f_{i} \cdot \overline{f_{j}} \mid X\right)-\alpha \mathbb{E}\left(T_{0}^{n} f_{i} \cdot \overline{f_{j}} \mid X\right)\right\|_{L^{2}(X)}<\frac{1}{k}\right.\right\}
$$

Lemma 2.12 shows that

$$
\mathcal{R}_{T_{0}}^{\alpha}=\bigcap_{i, j, k} \bigcup_{n>k} U_{i, j, k, n}
$$

The rest follows as in Proposition 2.10
Proposition 2.12. Let $T_{0} \in \mathcal{G}(X)$ be fixed and $\kappa \in[0,1]$. Then $\mathcal{W}_{T_{0}}^{\kappa}$ is $G_{\delta}$.
Proof. Let $\left\{f_{i}\right\}$ be an $L^{2}(Z)$-dense subset of $L^{2}(Z \mid X)$ and define

$$
U_{i, j, k, n}:=
$$

$$
\left\{T \in \mathcal{G}_{T_{0}} \left\lvert\,\left\|\mathbb{E}\left(T^{n} f_{i} \cdot \overline{f_{j}} \mid X\right)-\left(\kappa T_{0}^{n} \mathbb{E}\left(f_{i} \mid X\right) \cdot \mathbb{E}\left(\overline{f_{j}} \mid X\right)+(1-\kappa) \mathbb{E}\left(T_{0}^{n} f_{i} \cdot \overline{f_{j}} \mid X\right)\right)\right\|_{L^{2}(X)}<\frac{1}{k}\right.\right\}
$$

Lemma 2.13 shows that

$$
\mathcal{W}_{T_{0}}^{\kappa}=\bigcap_{i, j, k} \bigcup_{n>k} U_{i, j, k, n},
$$

The rest follows as in Proposition 2.10

## Chapter 3

## Further Questions

In closing, we would like to formulate some open questions that remain.
Question 1. Is $\mathcal{S}_{T_{0}}$ of first category for all base transformations $T_{0}$ ? If not, is the condition in Lemma 2.9 a necessary one?

There is reason to believe that the rarity of strongly mixing extensions actually depends on the transformation $T_{0}$. In fact, in the course of many discussions with Jean-Paul Thouvenot, the following conjecture has been made.
Conjecture 1 (Thouvenot). Let $T_{0}$ be a Bernoulli shift. Then $\mathcal{S}_{T_{0}}$ contains a dense, $G_{\delta}$ set.
If Conjecture 1 is true, it marks an interesting divergence in this theory from its classical counterpart.
Question 2. What is the correct definition of rigid extensions?
A property being closed under conjugation by extensions of identity means that property is a relative isomorphism invariant (essentially, a relative isomorphism is an isomorphism which preserves a certain factor algebra: in this case, the factor algebra generated by $X$ ). While it is not strictly a problem that relative rigidity as defined in Section 2.2.4 is not a relative isomorphism invariant, it is desirable for a given property to be a relative isomorphism invariant, and so if there is a definition of relative rigidity which is a relative isomorphism invariant, it is likely a good one. It should be noted however that if Conjecture 1 is true, then any definition of relative rigidity which is a relative isomorphism invariant must not be $G_{\delta}$ for all base transformations $T_{0}$. The reason for this is clear: any proper definition of a rigid extension must be mutually exclusive with strongly mixing extensions and if relative rigidity were both a relative isomorphism invariant and $G_{\delta}$, it would be generic, and hence strongly mixing extensions would be rare for all factor transformations.

Further note that we can ask Question 2 about $\alpha$-rigid and $\kappa$-weakly mixing extensions as well.
Question 3. What other properties can be relativized to produce category results?
While most think of mildly mixing transformations as those which have no rigid factor, one can also equivalently define mildly mixing by $I P$-convergence, see, for example,
[26]. As mildly mixing transformations are known to be rare, perhaps the natural corresponding definition of a mildly mixing extension can also be shown to be rare. While Conjecture 1 would answer this negatively for Bernoulli base transformations, perhaps it can still be shown for other possible factor transformations.

It is necessarily the case that for all $T_{0}, \mathcal{S}_{T_{0}} \subsetneq \mathcal{W}_{T_{0}}$, as we can take $S \in \mathcal{G}(Y)$ to be any transformation which is weakly but not strongly mixing (for example, the Chacon transformation), and then $T:=T_{0} \times S$ will be a weakly but not strongly mixing extension of $T_{0}$.

Proposition 3.1. Let $T_{0} \in \mathcal{G}(X)$ be any transformation, and $S \in \mathcal{G}(Y)$ be any transformation which is weakly mixing but not strongly mixing. Then $T:=T_{0} \times S$ is a weakly, but not strongly mixing extension of $T_{0}$.

Proof. We wish to show that for all $f, g \in L^{2}(Z \mid X)$, there exists a subsequence $n_{k}$ such that

$$
\lim _{k \rightarrow \infty}\left\|\mathbb{E}\left(T^{n_{k}} f \cdot \bar{g} \mid X\right)-T_{0}^{n_{k}} \mathbb{E}(f \mid X) \cdot \mathbb{E}(\bar{g} \mid X)\right\|_{L^{2}(X)}=0
$$

However, it suffices to take $f$ and $g$ to be the characteristic functions of product sets. Standard linearity and approximation arguments will handle all other cases. Let $A, C \subset$ $X, B, D \subset Y$ be measurable sets, and let $\left(n_{k}\right)$ be a weakly mixing subsequence for $S$. Then

$$
\begin{aligned}
& \left\|\mathbb{E}\left(T^{n_{k}} \chi_{A \times B} \cdot \chi_{C \times D} \mid X\right)-T_{0}^{n_{k}} \mathbb{E}\left(\chi_{A \times B} \mid X\right) \cdot \mathbb{E}\left(\chi_{C \times D} \mid X\right)\right\|_{L^{2}(X)} \\
= & \left\|\mathbb{E}\left(\chi_{T_{0}^{-n_{k}} A \times S^{-n_{k} B}} \cdot \chi_{C \times D} \mid X\right)-\left(\chi_{T_{0}^{-n_{k}} A} \nu(B)\right)\left(\chi_{C} \nu(D)\right)\right\|_{L^{2}(X)} \\
= & \left\|\mathbb{E}\left(\chi_{\left(T_{0}^{-n_{k}} A \cap C\right) \times\left(S^{\left.-n_{k} B \times D\right)}\right.} \mid X\right)-\chi_{T_{0}^{-n_{k}}} \chi_{C} \nu(B) \nu(D)\right\|_{L^{2}(X)} \\
= & \left\|\chi_{T_{0}^{-n_{k}} A \cap C} \nu\left(S^{-n_{k}} B \cap D\right)-\chi_{T_{0}^{-n_{k} A \cap C}} \nu(B) \nu(D)\right\|_{L^{2}(X)} \\
\leq & \left\|\chi_{T_{0}^{-n_{k}} A \cap C}\right\|_{L^{2}(X)}\left|\nu\left(S^{-n_{k}} B \cap D\right)-\nu(B) \nu(D)\right| .
\end{aligned}
$$

But as $\left(n_{k}\right)$ is a weakly mixing subsequence for $S$,

$$
\lim _{k \rightarrow \infty}\left|\nu\left(S^{-n_{k}} B \cap D\right)-\nu(B) \nu(D)\right|=0 .
$$

Further, since $\left\|\chi_{T_{0}^{-n_{k}} A \cap C}\right\|_{L^{2}(X)} \leq 1, T$ is a weakly mixing extension of $T_{0}$.
To see that $T$ is not a strongly mixing extension of $T_{0}$, let $B$ be a measurable set in $Y$ and define $A:=X \times B$. Then we have $\mathbb{E}\left(T^{n} \chi_{A} \cdot \chi_{A} \mid X\right)=\int S^{n} \chi_{B} \cdot \chi_{B} d \nu$ and $T_{0}^{n} \mathbb{E}\left(\chi_{A} \mid X\right)=\mathbb{E}\left(\chi_{A} \mid X\right)=\int \chi_{B} d \nu$. Thus

$$
\begin{aligned}
& \left\|\mathbb{E}\left(T^{n} \chi_{A} \cdot \chi_{A} \mid X\right)-T_{0}^{n} \mathbb{E}\left(\chi_{A} \mid X\right) \cdot \mathbb{E}\left(\chi_{A} \mid X\right)\right\|_{L^{2}(X)} \\
= & \left|\int S^{n} \chi_{B} \cdot \chi_{B} d \nu-\left(\int \chi_{B} d \nu\right)^{2}\right| .
\end{aligned}
$$

By assumption, $S$ is not strongly mixing, so $T$ is not a strongly mixing extension of $T_{0}$.

However, such examples are trivial. It would be interesting to find a nontrivial example of such an extension - one which is not a direct product, nor obtained by conjugating a direct product. Thus we have the following question.
Question 4. For a given $T_{0}$, can one construct a nontrivial extension of $T_{0}$ which is a weakly, but not strongly mixing extension?

One possible idea for how one might construct such an example is a two dimensional interval exchange transformation. Figure 3.1 shows a simple example of such a transformation. Of course, such transformations could only exist when the factor is itself an interval exchange transformation. Still, it may be a good first step for finding examples.

Figure 3.1
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[^0]:    ${ }^{1}$ In fact, it should be noted that any transformation which is constructed by a cutting-and-stacking method (a so-called rank one transformations) can be shown to be ergodic in the same way.

